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The High-Performance Computing Center Stuttgart 

(HLRS) was established in 1996 as the first German 

national high-performance computing (HPC) cen-

ter. As a research institution affiliated with the Uni-

versity of Stuttgart and a founding member of the 

Gauss Centre for Supercomputing, HLRS provides 

HPC services to academic users and industry. We 

operate leading-edge HPC systems, provide training 

in HPC programming and simulation, and conduct 

research to address key problems facing society 

and the future of supercomputing. Among our areas 

of expertise are parallel programming, numerical 

methods for HPC, visualization, grid and cloud com-

puting concepts, data analytics, and artificial intelli-

gence. Our system users conduct research across a 

wide range of scientific disciplines, with an emphasis 

on computational engineering and applied science. 
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Herzlich willkommen zum Jahresbericht 2020 des 

Höchstleistungsrechenzentrums Stuttgart (HLRS). Wir 

freuen uns, Ihnen Höhepunkte aus dem vergangenen 

Jahr und einige spannende Projekte vorzustellen.

Die weltweite Coronavirus-Pandemie machte 2020 

zu einem Jahr voller Herausforderungen für alle mög-

lichen Einrichtungen. Auch das HLRS war keine Aus-

nahme. Nur zwei Wochen nach der feierlichen Einwei-

hung unseres neuen Supercomputers Hawk im Februar 

trafen die COVID-19-Einschränkungen das HLRS. Die 

Unterbrechung von Lieferketten und Reisebeschrän-

kungen machten die Installation unseres neuen Sys-

tems viel komplizierter als erwartet und unseren Nut-

zern das Leben extrem schwer. Letztlich dauerte es 

sechs Monate länger als geplant, Hawk in Betrieb zu 

nehmen. Während der Installationsphase waren wir 

dankbar für die Unterstützung und das Verständnis 

unserer Partner und Nutzer. Wir danken allen für ihre 

Hilfe in diesen unruhigen, komplizierten Zeiten.

Aber COVID-19 war nicht nur eine Herausforderung. 

Es war auch eine Chance, um aufzuzeigen, wie Com-

putersimulationen bei der Bewältigung von Krisensi-

tuationen gut helfen können. Zwei Wochen nach der 

Lockdown-Einführung der Regierung zur Pandemie

kontrolle wurde das HLRS vom Bundesinstitut für 

Bevölkerungsforschung (BiB) gebeten, dessen Simu-

lationen zu unterstützen, um den Pandemieverlauf 

vorherzusagen und für die kommenden Wochen und 

Monate zu planen. An einem Wochenende stellte das 

HLRS Ressourcen zur Verfügung für die Optimie-

rung, Parallelisierung und Operationalisierung des 

BiB-Codes. Seitdem bietet es dem BiB Support und 

Rechendienstleistungen. Zudem stellte das HLRS 

Forschern im Zuge der europäischen und deutschen 

Director‘s Welcome
Grußwort

Welcome to the 2020 annual report of the High-Per-

formance Computing Center Stuttgart (HLRS). We are 

pleased to share highlights from our activities over the 

past year with you, including information about some 

exciting expansions in our focus.

The global coronavirus pandemic meant that 2020 

was a challenging year for institutions everywhere, and 

HLRS was no exception. Just two weeks after a cele-

bratory inauguration of our new supercomputer, Hawk, 

in February, restrictions caused by COVID-19 hit HLRS. 

Interruption of supply chains and travel restrictions not 

only made the installation of our new system much 

more complicated than we had anticipated, but also cre-

ated an extremely difficult situation for our users. In the 

end, it took six months longer than planned to get Hawk 

operational. During the installation period we were 

grateful for the support and understanding of our part-

ners and users, and we thank all of you who have helped 

HLRS through these troubling and complex times.

COVID-19 did not only pose challenges, however. It 

also gave us an opportunity to demonstrate important 

ways in which computer simulation can help in address-

ing crisis situations. Two weeks after the government 

implemented lockdown measures to control spread of 

the virus, HLRS was approached by the Bundesinsti-

tut für Bevölkerungsforschung (BIB, Federal Institute 

for Population Research) to support their simulations 

to predict how the pandemic would progress and to 

plan for the weeks and months ahead. Over a weekend 

HLRS made resources available to optimize, parallelize, 

and operationalize the BiB’s code, and since then has 

been providing BIB with support and compute ser-

vices. In addition, HLRS supplied scientific researchers 

compute time as part of both European and German 
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Da die Reisefreiheit im Jahr 2020 eingeschränkt war, 

beschränkte sich die internationale Zusammenar-

beit auf virtuelle Vorträge und Workshops. Internati-

onale Kooperation und Solidarität mit unseren Part-

nern waren 2020 jedoch wichtig für das HLRS, und 

wir danken allen, die in der Krise ihre Unterstützung 

angeboten haben. In Stuttgart freuten wir uns über die 

Intensivierung der Zusammenarbeit mit der Fraunhofer-

Gesellschaft über eine formelle Kooperationsvereinba-

rung mit dem Fraunhofer-Institut für Produktionstech-

nik und Automatisierung (IPA).

Die wichtigsten HLRS-Leistungsindikatoren bezeugen 

ein sehr erfolgreiches Jahr. Gegenüber den Vorjahren 

wurden mehr Drittmittel eingeworben, wobei die Ein-

nahmen durch Nutzer unserer HPC-Systeme aus der 

Industrie erneut hoch waren. Unsere HPC-Schulungs-

programme stießen nach wie vor auf großes Interesse, 

wobei insbesondere die internationale Beteiligung 

durch unsere Online-Kurse stark anstieg. Erfreulicher-

weise schlossen auch zwei Doktoranden ihre Arbeit am 

Zentrum ab.

Abschließend möchte ich bei dieser Gelegenheit 

noch den Unterstützern und Förderern danken, die 

die Erfolge des HLRS im Jahr 2020 ermöglichten. Wir 

freuen uns darauf, weiterhin mit Ihnen gemeinsam 

innovative Einsatzmöglichkeiten für HPC und andere 

fortschrittliche digitale Technologien zu finden, um die 

drängendsten Herausforderungen für Wissenschaft, 

Industrie, die HPC-Gemeinde und die Gesellschaft all-

gemein anzugehen.

Initiativen zur Bekämpfung von COVID-19 Rechenzeit 

zur Verfügung und wird durch den AMD COVID-19 

HPC Fund unterstützt, der ab 2021 verfügbar ist und 

es uns ermöglicht, unsere Kapazitäten für Crisis Com-

puting zu erhöhen.

Trotz der Pandemie setzte das HLRS seine Aktivitäten 

zur Unterstützung der europäischen HPC-Gemeinde 

fort und startete neue Projekte. Das HLRS ist Koordina-

tor von drei europäischen Projekten – EuroCC, CASTIEL 

und FF4EuroHPC – um im Rahmen von EuroHPC ein 

europäisches HPC-Kompetenznetzwerk zu schaffen. 

Durch diese Projekte übernimmt das HLRS eine Füh-

rungsrolle bei der Schaffung eines erstklassigen ver-

netzten europäischen HPC-Ökosystems. Nach ein paar 

Wochen im COVID-19-Lockdown stellten wir unsere 

HPC-Schulungen auf ein vollwertiges Online-Pro-

gramm um und begannen mit einem umfassenden 

Nutzer-Support mit webbasierten Tools. Durch beide 

Entwicklungen können wir unser Fachwissen besser 

weitergeben. Zudem wurden unsere Bemühungen um 

ein nachhaltiges Höchstleistungsrechenzentrum durch 

zwei Umweltzertifizierungen (Blauer Engel und EMAS) 

gewürdigt.

Erfreulicherweise schaffte es Hawk bei seinem Debüt 

in den Top500 der schnellsten Supercomputer der Welt 

auf Platz 16. Interessant ist auch unsere Partnerschaft 

mit Hewlett Packard Enterprise, die zur Erweiterung 

unseres CPU-Vorzeigesystem um Grafikprozessoren 

führen wird. Diese Änderung der Hawk-Systemarchi-

tektur wird seine Simulationsleistung stärken und neue 

Deep-Learning- und KI-Anwendungen ermöglichen.

2020 lancierte das HLRS auch Forschungsprojekte 

zur Vorbereitung auf künftige Technologieentwicklun-

gen und strategische Umfelder. Als Teil des NFDI4Cat-

Konsortiums ist das HLRS maßgeblich am Aufbau 

einer nationalen Forschungsdateninfrastruktur betei-

ligt. Als Partner im SEQUOIA-Projekt haben wir auch 

Mittel eingeworben, um die Möglichkeiten von Quan-

tencomputern auszuloten, insbesondere für die Indus-

trie. Zudem werden wir mit Unterstützung des Landes 

Baden-Württemberg unsere Forschung an der Schnitt-

stelle von Geistes- und Sozialwissenschaften, Simula-

tion und Digitalisierung ausbauen. Diese Projekte wer-

den die Stellung des HLRS als eines der innovativsten 

HPC-Zentren Europas weiter stärken. 

workshops virtually. However, international collabo-

ration and solidarity with our partners were important 

for HLRS in 2020, and we would like to thank all who 

offered their support during the crisis. In Stuttgart we 

welcomed an extension of our collaboration with the 

Fraunhofer Society, entering into a formal collaboration 

agreement with the Fraunhofer Institute for Manufac-

turing, Engineering and Automation (IPA).

HLRS’s key performance indicators highlight a very 

successful year. Our third-party funding saw an 

increase over previous years, while our income from 

industrial users of our HPC systems was again at a 

high level. We also maintained strong participation in 

our HPC training programs, including a large increase 

of international participation due to our online courses, 

and were delighted to see two doctoral students com-

plete their PhD’s at the center.

Finally, I would like to use this occasion to thank the 

supporters and funders who have made HLRS’s suc-

cesses in 2020 possible. We look forward to continuing 

working with you to find innovative ways of using HPC 

and other advanced digital technologies to address the 

most pressing challenges facing science, industry, the 

HPC community, and society at large.

With best regards,

Prof. Dr.-Ing. Dr. h.c. Dr. h.c. Prof. E.h. Michael M. Resch

Direktor, HLRS

initiatives to fight COVID-19, and received support 

through the AMD COVID-19 HPC Fund that will become 

available in 2021 and enable us to increase our capacity 

for crisis computing.

Despite the pandemic, HLRS maintained and initi-

ated new activities to support the European super-

computing community. As a managing partner HLRS 

launched three European projects — EuroCC, CASTIEL, 

and FF4EuroHPC — to create a European network of 

HPC expertise in the framework of EuroHPC. Through 

these projects HLRS will take a leading role in creating 

a networked and world-class European HPC ecosys-

tem. Within a few weeks of the COVID-19 lockdown, 

we also transformed our HPC training courses into 

a full-fledged online program and began providing 

intensive user support using web-based tools; both 

developments have expanded our ability to share our 

expertise. Furthermore, our efforts to create a sustain-

able high-performance computing center were honored 

by two environmental certifications (Blue Angel and 

EMAS).

We were pleased to see Hawk land in 16th place in its 

debut on the Top500 List of the world’s fastest super-

computers. Also exciting was an agreement we reached 

with Hewlett Packard Enterprise to expand our CPU-

based flagship system with graphic processing units 

(GPUs). This change in Hawk’s system architecture will 

complement its power for simulation and open new 

opportunities for deep learning and artificial intelli-

gence applications.

In 2020 HLRS also began research projects aimed at 

preparing for future technology developments and for 

future strategic settings. As part of the NFDI4CAT con-

sortium HLRS became deeply involved in the creation 

of a German National Research Data Infrastructure. 

As a partner in the SEQUOIA project, we also acquired 

funding to begin exploring the possibilities of quantum 

computing, particularly for industry. Additionally, with 

the support of the State of Baden-Württemberg, we will 

extend our research at the intersection of the human-

ities, social sciences, simulation, and digitalization. 

These projects will help strengthen HLRS’s position as 

one of the most innovative HPC centers in Europe. 

Because travel was restricted in 2020, international col-

laborations were limited to giving talks and attending 
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Supercomputing in the Year of COVID-19

HLRS’s experiences during the exploding coronavirus pandemic demonstrated how advanced computing technolo-

gies can help respond to crisis situations.

In mid-February 2020, the High-Performance Comput-

ing Center Stuttgart (HLRS) celebrated the beginning 

of a new era in its history. At a standing-room-only 

ceremony, high-ranking government officials, industry 

representatives, researchers, and friends of HLRS gath-

ered to celebrate the inauguration of the center’s new 

26-petaflop HPE Apollo supercomputer, called Hawk. 

Little did the festive crowd realize, however, that within 

just a few short weeks gatherings of this sort would 

become impossible — a new, unanticipated era of a very 

different kind was about to arrive.

By early March, the SARS-CoV-2 virus had begun 

spreading in Germany, and previously unimaginable 

measures were soon implemented to control a deadly 

new pandemic. On March 13, the state of Baden-Würt-

temberg closed all schools to on-site learning, and on 

March 16, the University of Stuttgart recommended that 

all employees not essential for the operation of campus 

facilities work from home. Although case numbers in 

Germany fell over the summer, the absence of an effec-

tive vaccine and arrival of an even more dangerous sec-

ond wave of disease in the fall meant that many restric-

tions remained in effect for the rest of the year. Even at 

the end of 2020, just a few employees were onsite at 

HLRS daily, with the majority working remotely from 

home, networked by email and online videoconferenc-

ing software.

The unprecedented disruption caused by the COVID-

19 pandemic affected HLRS in many ways, forc-

ing the center to quickly adapt to a new reality. At 

the same time, however, it highlighted the critical 

roles that high-performance computing (HPC) and 

other advanced computing technologies now play 

in addressing public health emergencies. For HLRS, 

2020 was a year of rising to meet many new kinds of 

challenges, and foreshadowed how supercomputing 

could evolve in the coming years to prepare for other 

kinds of crises.

Providing computational resources for basic 

research

The computational sciences have come to play an 

essential role in disciplines such as physiology, 

immunology, virology, and drug discovery. Scientists 

now routinely use simulation, machine learning, and 

high-performance data analytics to study many kinds 

of pathogens and how they cause infection, gaining 

essential information for identifying potentially effec-

tive drugs, vaccines, and other strategies for fighting 

disease. Using algorithms designed to run on super-

computers, scientists generate testable predictions 

of biological activity that occurs at scales that are too 

small or that is too complex to study using experimental 

approaches alone. This, in turn, accelerates research, as 

it helps investigators to focus their wet lab experiments 

on specific hypotheses that have the highest likelihood 

of success. 

In 2020 the international scientific community 

deployed computational approaches in many differ-

ent ways to address the COVID-19 pandemic. Some, 

for example, used such approaches to gain a bet-

ter understanding of molecular characteristics of 
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prevent a flood of critical cases. Until vaccines are effec-

tively deployed, it is likely that such cycles will continue.

In an effort to provide tools that can help public health 

agencies and governments to determine what pro-

tective interventions are needed, HLRS researcher 

Dr. Ralf Schneider collaborated with investigators at 

the German Federal Institute for Population Research 

(Bundesinstitut für Bevölkerungsforschung, BiB) to 

develop software for predicting spikes in demand for 

intensive care units (ICUs) across Germany up to eight 

weeks into the future. This COVID “weather report” 

could be used to help strike a sustainable balance 

between protecting public health and minimizing other 

social, economic, and personal impacts of the pan-

demic. A preprint publication describing the tool was 

published in December on the medRxiv preprint server 

for the health sciences.

The software was developed on HLRS’s Hawk super-

computer, but is designed to be usable by data scien-

tists anywhere. As Schneider explained, “The model is 

based on epidemiological parameters that correspond 

to available data in Germany. However, the code is struc-

tured so that other countries could potentially adapt it 

to their own situations, assuming the relevant data is 

available.”

Also important to the success of this effort was EXCEL-

LERAT, a European project led by HLRS that was created 

to support the engineering industry in the movement 

toward exascale supercomputing technologies. HLRS 

staff, together with EXCELLERAT partner SSC-Services, 

showed that technologies developed for the engineer-

ing branch could also be useful in addressing public 

health challenges. The collaborators implemented a 

secure data transfer tool that enabled the BiB research-

ers to quickly move data between Hawk and systems at 

their offices in Wuppertal, giving them access to HLRS’s 

capabilities for large-scale data analysis without need-

ing to be present onsite.

New digital infrastructure for COVID research

In addition to providing high-performance comput-

ing time to individual scientists for their research, 

HLRS also leads and contributes to dozens of funded 

research projects addressing technical challenges fac-

ing high-performance computing. In one new project 

joined its partners in the Gauss Centre for Supercom-

puting — the alliance of Germany’s three national 

supercomputing centers — in announcing expedited 

access to its systems for scientists investigating the 

virus and its accompanying disease. Although HLRS is 

perhaps better known for its support of computational 

engineering, its HPC infrastructure is also suitable for 

health-related research, and in the following weeks 

and months, scientists came forward and began using 

Hawk to contribute to the fight against the novel coro-

navirus. Eight COVID-related projects made use of the 

HLRS system over the course of the year, while the cen-

ter’s invitation for additional users remains open. 

In several of the approved projects, scientists focused 

on gaining a better understanding of the virus’s physi-

cal structure, including features that are involved in the 

infection of human cells. This included research aimed 

at modeling the COVID-19 spike protein, which initiates 

infection when it interacts with the human ACE2 recep-

tor on the surfaces of cells. Others used an approach 

called molecular dynamics to simulate at extremely 

high resolution how proteins on the surface of the virus 

change shape. Understanding these phenomena better 

could help identify drugs that could inhibit the interac-

tion between the virus and its human host as it gains 

entry to cells. Another user of HLRS’s systems received 

an allocation to investigate specific factors in the 

clinic that lead to negative outcomes in some patients. 

Because of the complexity of these kinds of problems, 

HLRS’s computing systems provided essential tools for 

this research.

Predicting ICU demand at hospitals

Beginning with the arrival of the COVID-19 pandemic, 

Germany’s national strategy focused on containing the 

spread of the virus to prevent overwhelming burdens on 

hospital capacity. This involved implementing, and at 

times relaxing, a wide range of interventions, including 

closing businesses, prohibiting public events, issuing 

stay-at-home orders, and requiring the wearing of pro-

tective masks in public places. Throughout 2020 this 

strategy was largely successful in preventing unman-

ageable demand for intensive care units, although 

the arrival of the pandemic’s second wave once again 

forced the country to implement new restrictions to 

that public health officials can use to prepare for and 

contain an outbreak. An unprecedented global scien-

tific response using these and other approaches rap-

idly produced a massive knowledge base that helped 

guide the search for vaccines, cures, and effective 

public health interventions.

At the same time that HLRS was going on lockdown 

in March, the center stepped forward to provide com-

puting muscle for COVID-19 research. Stuttgart quickly 

the virus. Others conducted virtual drug screenings, 

using large data sets to predict which existing drug 

compounds might be repurposed to incapacitate the 

virus. Clinical scientists began using computational 

approaches to analyze electronic patient records, 

looking for important features in the data that could 

reveal more personalized treatment strategies. Epi-

demiologists also used data to track and predict how 

disease spreads in populations, providing insights 
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explain what I mean, and the person on the other side 

immediately understands it and can continue on his 

own.” 

The success of the event also inspired the HLRS team 

to begin using videoconferencing tools in other set-

tings where in-person meetings weren’t practical. “In 

one sense COVID forced us to change the way we 

work,” said PUMA Department Leader Dr. Thomas 

Bönisch, “but it also enabled us to develop a user sup-

port solution we hadn’t considered previously. This 

has improved our ability to help HLRS’s system users 

even outside the context of the performance optimiza-

tion workshop.”

Crisis computing: preparing for an uncertain future

Unfortunately, COVID-19 is unlikely to be the last pan-

demic that humanity will face. Moreover, considering 

global atmospheric and social instabilities likely to cre-

ated by climate change, ongoing risks of chemical or 

nuclear accidents, vulnerabilities to natural disasters, 

and other global threats, simulation and related fields 

such as artificial intelligence will likely be important in 

quickly responding to new kinds of problems.

To bolster HLRS’s ability to meet these challenges, 

computer hardware manufacturer AMD, whose pro-

cessors make up the core of Hawk, announced in Sep-

tember 2020 a donation of 10 new computing nodes to 

HLRS as part of its AMD COVID-19 High Performance 

Computing Fund. The additional computing power, 

consisting of AMD EPYC processors and Instinct accel-

erators and due to be delivered in early 2021, will be 

reserved for pandemic-related research. In the future, 

the new resources will also expand HLRS’s capacity to 

address urgent computing needs when sudden crises 

arise.

As HLRS Director Prof. Dr. Michael Resch explains, 

“The COVID-19 crisis has been a big wakeup call in 

Germany and across Europe, showing that new chal-

lenges can develop very suddenly and have wide-

spread impacts across societies. Because high-per-

formance computing provides a backbone for tools 

that accelerate scientists’ ability to address these chal-

lenges, it is clear that investments and preparation are 

needed now to be ready the next time a similar chal-

lenge comes along. At HLRS and at other HPC centers 

across Europe we anticipate that implementing new 

resources and strategies to be ready to handle emer-

gency situations where simulation and data analysis 

can help will be a big focus in the coming years.”

Supercomputers alone will never be the cure for 

threats like the COVID-19 pandemic, but they will con-

tinue have important roles to play in preparing for and 

successfully addressing them.		  (CW) 

HPC training and user support teams discover new 

opportunities online

More locally, the COVID crisis affected HLRS in other 

practical ways. Because of “social distancing” regu-

lations that prohibited large gatherings of people, it 

became impossible for the center to offer its busy cal-

endar of HPC training courses in a normal classroom 

setting (see pages 68/69). Instead, within a few weeks 

of the beginning of the lockdown, instructors began 

revising courses for an online format, holding them 

using the videoconferencing platform Zoom. 

Despite the challenge of preserving the hands-on, 

interactive nature of the courses, this digitalization 

of HLRS’s training program had unique benefits. Not 

only did the center avoid a significant decrease in the 

total number of course participants it sees in a normal 

year, but the courses also reached an audience across 

a broader geographical range than normal, with 38% 

of all participants logging in from outside Germany. 

“Although we obviously look forward to the time when 

we can once again offer courses in person, the expe-

rience over the last several months has shown how 

online learning could enhance our abilities to increase 

expertise in the use of high-performance computing,” 

said Dr. Rolf Rabenseifner, who leads HLRS’s train-

ing program. “At this point, we anticipate that HLRS 

could potentially continue to offer online courses in 

parallel with its core training program even after the 

current pandemic has passed.” In this case, the neces-

sity to adapt to COVID-related restrictions could have 

unforeseen future benefits.

Similarly, HLRS’s user support team was forced to 

quickly adapt its April code porting and scaling work-

shop to an online format. Using videoconferenc-

ing software, scientific computing experts at HLRS 

worked one-on-one with individual teams of scien-

tists in dedicated breakout rooms to address prob-

lems they encountered with their codes. 

“In optimization workshops, we do not just hold a lec-

ture or show a set of slides,” said Björn Dick, a member 

of the HLRS user support team. “This new approach 

enables us to work collaboratively online, to really 

dig into the code together and make changes. By 

using remote control functionality, I can briefly take 

over control of a user’s screen, write in some code to 

approved in the summer by the European Commis-

sion’s Horizon 2020 program, HLRS will help develop 

an important tool for managing public health during 

pandemics.

Since March 2020, medical centers in Europe and 

around the world have accumulated masses of COVID-

19 patient data documenting patient characteristics, 

treatment plans, and disease progression. Initially, how-

ever, these data were largely gathered and saved by 

different healthcare providers in their own local data-

bases, with few connections between them. Because 

modern biomedical and epidemiological studies gain 

statistical power by using larger datasets, bringing this 

information together would provide investigators with a 

valuable resource. 

The new project, called ORCHESTRA, is being led by 

Prof. Evelina Tacconelli at the University of Verona, Italy, 

and includes 27 partner institutions from 15 countries in 

Europe, Africa, South America, and Asia. It will develop a 

multilayered data infrastructure for collecting and shar-

ing COVID-related patient data from across Europe and 

other parts of the world. As part of this effort, HLRS will 

work together with scientists at the high-performance 

computing centers CINECA (Italy) and CINES (France), 

to develop the data management infrastructure.

According to the ORCHESTRA plan, national data hubs 

in participating countries will collate collections of 

data, while a centralized, cloud-based portal will enable 

researchers to access, share, and link together data 

stored in the various national hubs. The resulting virtual 

cohort, potentially including hundreds of thousands of 

patients, will enable a range of multidisciplinary studies 

investigating COVID-19 genetics, epigenetics, immu-

nology, and epidemiology, among other topics. 

In addition to helping design the infrastructure, HLRS 

will also provide expert support in standardizing data 

collection, storage, and curation across all of the 

national data hubs. Such harmonization is essential for 

ensuring that data sets originating in many different 

places can be seamlessly integrated in ways that maxi-

mize their utility and impact. 

The ORCHESTRA team anticipates that this new plat-

form will support studies to improve public health and 

vaccine strategies. It could also provide a model for col-

lecting and sharing data in the event of future pandemics.
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Safer Cities for Cyclists and Pedestrians

When pedestrians and cyclists use the same spaces, 

stress often results. In a project sponsored by the Ger-

man Ministry of Transport and Digital Infrastructure 

called Cape Reviso, HLRS and partners will investi-

gate how simulation could help alleviate such prob-

lems. After conducting a long-term observation of 

pedestrian, bicycle, and motorized vehicle movements 

at a busy location, they will use machine learning to 

analyze the data and develop a model. After combin-

ing this model with urban emotions data gathered by 

investigators from the Karlsruhe Institute of Technol-

ogy, they will create a digital twin — a comprehensive 

virtual reality simulation — of the location. Planners 

will then use the model to see how cyclists and pedes-

trians interact, and then virtually test the effects of 

interventions such as changes in signage. They could 

then investigate these scenarios further in the “Living 

Lab” at the physical location, comparing real-world 

behaviors with the simulation.  (CW)

Supercomputing Academy Launches New Courses, 

Awards First Certifications to HPC Experts

The Supercomputing Academy provides continuing 

professional education in a variety of topics related 

high-performance computing for HPC users in industry. 

In 2020, the program launched four new course mod-

ules: Performance Optimization; Economy and Sus-

tainability; Visualization; and Data Management and 

Analysis. It also celebrated an important milestone, for 

the first time awarding its highest certification, “HPC 

Expert,” to two participants. Reflecting on his achieve-

ment, participant Sascha Michael Scholz commented, 

“Through the Supercomputing Academy I have gained 

first-hand insights into the key problems of supercom-

puting. I now feel like I am in a good position to work 

competently and professionally in the field of HPC.” 

Following the conclusion of the MoeWE project (which 

developed and launched the Supercomputing Acad-

emy) in March 2021, the training program will continue 

in a self-sustaining manner.  (CW)
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HLRS Runners Support Children’s Hospice 

On July 25, HLRS for the second time participated in 

the Hand in Hand Spendenlauf, a charity run orga-

nized to benefit the Stuttgart Hospice for Children 

and Youth. Due to the COVID-19 pandemic the event 

was held virtually, with 43 HLRS employees and their 

family members logging their distances covered at 

various locations using a mobile app. The HLRS team, 

High-Performance Runners, raised approximately 

1,500 Euros by running the equivalent of 1,452 laps 

(580 km in total). The achievement nearly doubled last 

year’s total of 860 laps. High-performance computer 

manufacturer Hewlett Packard Enterprise sponsored 

the team, and the money raised will contribute to facili-

ties and programs that support severely ill children and 

their families.  (CW)

excellence in research and innovative applications of 

HPC resources. This year’s winners were Marian Albers 

of RWTH Aachen University for turbulence simulations 

that could help in designing more efficient airfoils, Gerd 

Schädler of the Karlsruhe Institute of Technology for 

his team’s contributions to high-resolution models of 

climate change impacts in Africa, and Lars Schäfer of 

Ruhr University Bochum for molecular dynamics sim-

ulations of ABC transporters, a class of cell membrane 

proteins.                            (CW)

Golden Spike Awards Announced at 23rd Annual 

Results and Review Workshop

Due to the COVID-19 pandemic, the 23rd Annual 

Results and Review Workshop took place online on 

October 8-9. The program featured 25 scientific talks 

and a virtual poster session with 20 posters made 

available as PDF files. Dr. Dietmar Kröner, a professor 

at the University of Freiburg and vice-chairman of the 

HLRS steering committee, also announced the winners 

of the 2020 Golden Spike Awards, which recognize 

“Biedermeier” in the Digital Age

Speaking at the festival “Unter Beobachtung: Kunst 

des Rückzugs” (Under Observation: the Art of Retreat), 

HLRS Director Michael Resch presented a keynote lec-

ture titled “Rückzug in die totale Öffentlichkeit - Das 

Paradox des digitalen Biedermeier” (Retreat into Total 

Publicity: the Paradox of the Digital Biedermeier). The 

talk compared the classic Biedermeier age in the nine-

teenth century, marked by a withdrawal into the private 

sphere, with contemporary trends in which we often use 

digital media to publicize details about our private lives. 

The lecture set the tone for the three-week festival, 

which through art projects and events presented across 

the greater Stuttgart region engaged with the effects of 

digital surveillance, data insecurity, and social media, as 

well as strategies and spaces for hiding from constant 

observation.  (CW)

Marian Albers Gerd Schädler Lars Schäfer

Media Solution Center Baden-Württemberg Grows 

Network

Founded in 2018 by HLRS, the ZKM, and the Hoch-

schule der Medien, the Media Solution Center 

Baden-Württemberg is a membership organization that 

connects arts organizations, media companies, and 

technologists to promote collaborative innovation at 

the intersection of the arts, science, and technology. In 

2020, MSC membership grew dramatically, not only in 

Germany but across Europe. Prominent regional insti-

tutions such as the Kunstmuseum Stuttgart, Staats-

theater Stuttgart, Stuttgarter Kammerorchester, and 

University of Tübingen were joined by internationally 

renowned organizations such as the Fundación Épica 

La Fura dels Baus (Spain), Festival Quartieri dell’Arte de 

Viterbo (Italy), Czech National Ballet (Czech Republic), 

and University of the Arts Utrecht (Netherlands). MSC 

membership is open to interested organizations. Read 

more at msc-bw.com                   (CW)

High-Resolution Modelling of Air Quality

As members of the project Open Forecast, HLRS 

researchers have created a high-resolution tool for visu-

alizing air quality forecasts for the city of Stuttgart. The 

model, developed by investigators at the University of 

Hohenheim and run on HLRS’s supercomputer, com-

bines the WRF weather and climate model with atmo-

spheric chemistry calculations to model current and 

future concentrations of heavy particulate matter, nitro-

gen dioxide, and other pollutants. Visualization experts 

at HLRS transformed the simulations into an interac-

tive 3D projection that integrates geodata and building 

information. The model simulates 24-hour cycles in 

Stuttgart at a resolution of as small as 50 meters, also 

accounting for the city’s complex geography. The goal 

of Open Forecast is to make large, publicly available 

datasets more understandable and usable in decision 

making by policy makers, government officials, and the 

general public.  (EG)
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ChEESE Prototype for Simulation Workflows 

in Geoscience Research

As part of a project called ChEESE, HLRS is developing 

tools and workflows for predicting the effects of cat-

astrophic events such as earthquakes, tsunamis, and 

volcanic eruptions. Models of potential risks could both 

identify vulnerable cities and regions and help respon-

sible officials respond more quickly when catastrophic 

events occur. Because such models must process mas-

sive amounts of data, HLRS this year presented a pro-

totype that enables geoscientists to integrate scientific 

workflows and move data between different computing 

platforms. This could make it possible, for example, to 

coordinate and run tasks that are distributed among 

their own workstations, institutional clusters, and super-

computers. In the context of ChEESE, HLRS is also per-

forming code optimization for geoscience software and 

is developing visualization tools that decision makers 

could potentially use for disaster planning.	 (CW)

Book Publication: Sustained Simulation Performance 

2018 and 2019

This book presents the state of the art in high-performance com-

puting (HPC) on modern supercomputer architectures. It addresses 

trends in hardware and software development, as well as the future 

of HPC systems and heterogeneous architectures. Contributions 

cover a broad range of topics, from improved system management, 

to computational fluid dynamics, to high-performance data analyt-

ics and novel mathematical approaches for large-scale systems. 

In addition, articles explore innovative fields like coupled multi- 

physics and multi-scale simulations. Contributions are based on 

selected papers presented at the 26th and 28th Workshops on Sus-

tained Simulation Performance, held at HLRS in October 2017 and 

2018, and the 27th and 29th Workshops on Sustained Simulation 

Performance, held at the Cyberscience Center, Tohoku University, 

Japan, in March 2018 and 2019.	  (CW)

HLRS at 2020 ISC and SC Online Conventions

HLRS is a regular participant in the annual ISC High 

Performance (ISC) and International Conference for 

High Performance Computing, Networking, Storage, 

and Analysis (SC). Because of the COVID-19 pandemic, 

both 2020 meetings were held as online events. HLRS 

created virtual booths and presented talks with updates 

on several ongoing research projects. At ISC, presenta-

tions focused on the SODALITE, HIDALGO, and TalPas 

projects, while at SC, HLRS representatives and col-

laborators provided updates on the EuroHPC, CATA-

LYST, SODALITE, HIDALGO, FF4EuroHPC, HPCWE, 

and EXCELLERAT projects, as well as new smart 

city approaches using digital urban twins. Together, 

the presentations offered a wide variety of insights 

into HLRS’s research to develop technical solutions, 

address global challenges, and cultivate the growth of 

HPC expertise across Europe. 	 (CW)

Fourth Industrial HPC User Roundtable (iHURT) 

Takes Place Online

SICOS BW and HLRS brought together representatives 

from large and small companies to discuss challenges 

they face when using high-performance computing. In 

his keynote presentation Dietmar Krase from Porsche 

AG focused on issues resulting from the different soft-

ware architectures at the company and HLRS, and from 

the need to manage large data sets. In a virtual round 

table, participants exchanged insights concerning data 

management and remote post-processing, as well as 

software licensing, cloud computing, and compatibil-

ity between commercial software packages and MPI. 

HLRS’s Dr. Thomas Bönisch reported on the latest 

developments in HPC technologies and support ser-

vices, while Dr. Andreas Wierse and Nicole Prange of 

SICOS BW introduced the Supercomputing-Akademie, 

a training program for industry. HLRS Director Michael 

Resch concluded with an outlook on how computa-

tional approaches combining HPC and AI could benefit 

industry.  	 (CW)

Putting Ethics into Practice in Artificial Intelligence

The AI Ethics Impact Group (AIEIG) proposed the first 

system for measuring and implementing European eth-

ical principles in the development and use of artificial 

intelligence algorithms. Based on a similar model to 

ratings schemes for energy efficiency, the framework 

could be used to assess how well AI tools embody 

shared values such as transparency, accountability, 

privacy, social justice, reliability, and environmental 

sustainability. It defines observables for determin-

ing the extent to which such values are achieved, and 

assesses risks that an AI algorithm might introduce. 

The framework is intended to be flexible and to address 

the concerns of manufacturers of AI systems, consum-

ers, regulators, and others. The AIEIG was initiated by 

the VDE with the support of the Bertelsmann Stifftung. 

Dr. Andreas Kaminski, leader of HLRS’s Department of 

Philosophy was a core member of the group.             (CW)

Training Course Looks at Key Issues in 

Technology Transfer

This two-day course organized by HLRS in partnership 

with the program Eurolab4HPC equipped academic 

researchers with a basic understanding of the entre-

preneurial process, strategies for generating business 

models, and managerial challenges that are a part of 

technology transfer. Focusing on typical difficulties 

encountered when founding and managing academic 

entrepreneurial ventures, the instructors analyzed 

the environments of academic entrepreneurship, pre-

sented potential opportunities, and provided advice 

on how to pursue those opportunities. The lecturers 

also addressed analytical and administrative domains 

of technology transfer, as well as managerial behavior. 

In this way, the course combined theoretical insights 

on entrepreneurship with practical considerations 

concerning the presentation of technologies and busi-

ness ideas.			   (CW)
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HLRS welcomed the arrival of its new high-performance computing system, which will offer new opportunities for 

advanced computational research.

Hawk Supercomputer Takes Flight

On February 19, 2020, HLRS celebrated the beginning 

of operation of its next-generation supercomputer, 

called Hawk. For the University of Stuttgart, the state 

of Baden-Württemberg, and Germany as a whole, the 

event marked the beginning of a new era for advanced 

academic and industrial research in the computa-

tional sciences, simulation, and artificial intelligence 

(AI), particularly with respect to their applications for 

engineering.

A Hewlett Packard Enterprise (HPE) Apollo system with 

a theoretical peak performance of 26 petaflops, Hawk 

replaced HLRS’s previous flagship system, Hazel Hen, 

offering a 3.5-fold increase in speed. In test results 

announced in November, Hawk achieved a maximum 

LINPACK performance of 19.3 Petaflops, debuting at 

number 16 on the overall Top500 List of the world’s 

fastest supercomputers. 

Half of the funding for Hawk was provided by the 

Baden-Württemberg Ministry for Science, Research, 

and Art in conjunction with its high-performance com-

puting/data intensive computing (HPC/DIC) strategy. 

The second half was provided by the Federal Ministry 

for Education and Research (BMBF) through the Gauss 

Centre for Supercomputing (GCS). Hawk is part of the 

GCS national supercomputing infrastructure.

Welcoming Hawk’s arrival at the February inaugura-

tion ceremony were high-ranking representatives of 

the federal and state governments, including State of 

Baden-Württemberg Prime Minister Winfried Kretsch

mann, Parliamentary State Secretary of the German  

Federal Ministry for Education and Research Dr. Michael  

competitive at the highest level. It is only in this way that 

we can guarantee a mutually reciprocal exchange with 

leading research centers and companies worldwide. 

Stuttgart’s Hawk demonstrates this very clearly.”

Prime Minister Kretschmann added, “With Hawk we can 

support key industries in the state of Baden-Württem-

berg, enabling fields like mobility, mechanical engineer-

ing, and health to take advantage of new opportunities 

using simulation. Having one of the fastest computers 

located at a public institution worldwide that is also 

open for industrial usage is a smart investment in our 

Meister, and Baden-Württemberg Minister for Science, 

Research and Art Theresia Bauer. 

Also participating in the ceremony were University of 

Stuttgart Rector Dr. Wolfram Ressel, HPE Chief Sales 

Officer Heiko Meyer, AMD Corporate Vice-President 

of EMEA Sales Mario Silveira, SSC-Services Director 

Matthias Stroezel, HLRS Director Prof. Michael Resch, 

and Edinburgh Parallel Computing Centre Director Prof. 

Mark Parsons.

New tool for scientific and engineering excellence

Speakers at the event celebrated the new capabilities 

for academic and industrial research that Hawk will 

offer. “HLRS represents an essential component of 

the University of Stuttgart’s comprehensive strategy 

with respect to our newly founded Excellence Clus-

ter, Data-Integrated Simulation Sciences,” explained  

Dr. Ressel in his opening remarks. “At the same time, 

however, it also offers scientists from around the world 

and experts from industry the opportunity to work 

together in an interdisciplinary way to use simulation to 

find solutions for complex problems.”

In an accompanying press release, Secretary Meis-

ter explained, “Computers like Hawk are tools for 

advanced research in the sciences and in industry. They 

enable excellent science and innovation, and solidify 

Germany’s international position as a top location for 

supercomputing. High-performance computers also 

contribute to technological sovereignty in the digi-

tal age; that is, the development of expertise in sys-

tems and applications that make science and industry 

future as a location for science and industry. Addi-

tionally, it offers great promise for climate simulation. 

HLRS’s work is not only of enormous importance for 

Baden-Württemberg: Hawk also strengthens Germa-

ny’s national supercomputing infrastructure, as well as 

that of Europe.”

Minister Bauer expanded on this, saying, “As the peak 

performance of supercomputers rises, it has an equally 

decisive impact for cutting-edge research and for the 

development of innovative products and processes 

in key sectors of our economy. In all things related to 
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Hawk is based on the EPYC Rome 7742 processor from 

Advanced Micro Devices (AMD). Mario Silveira, Cor-

porate Vice President for Sales for Europe, the Middle 

East, and Africa at AMD, spoke about the opportuni-

ties his company gains through the partnership with 

HPE and HLRS in improving efficiency and perfor-

mance, and making sustainability gains in its prod-

ucts. “We are proud to be part of this shared vision of 

using supercomputers to solve global challenges, and 

to be a partner in Hawk,” he said.

Hawk expansion offers enhanced capabilities for 

artificial intelligence 

When it was initially installed in February, Hawk was 

based exclusively on a type of processor called central 

processing units (CPUs). This is because CPUs offer 

the best architecture for many codes used in fields 

such as computational fluid dynamics, molecular 

dynamics, climate modeling, and other research areas 

in which HLRS’s users are most active. In recent years, 

however, investigators have begun exploring how 

deep learning, high-performance data analytics, and 

AI could accelerate and simplify such research. These 

approaches benefit from a different type of accelerator 

called a graphic processing unit (GPU).

In December HLRS announced an important change to 

Hawk’s architecture that reflects this trend. Through an 

agreement signed with HPE, HLRS decided to expand 

its world-class CPU-based computing system by add-

ing 24 HPE Apollo 6500 Gen10 Plus systems with 192 

NVIDIA A100 GPUs based on the NVIDIA Ampere 

architecture. 

The addition of 120 petaflops of AI performance will 

dramatically expand HLRS’s ability to support applica-

tions of deep learning, high-performance data analyt-

ics, and artificial intelligence, and will enable new kinds 

of hybrid computing workflows that combine traditional 

simulation methods with Big Data approaches.

The expansion offers a new AI platform with three times 

the number of NVIDIA processors found in HLRS’s Cray 

CS-Storm system, its go-to system for AI applications. It 

will therefore enable larger-scale deep learning projects 

and expand the amount of computing power for AI that 

is available to HLRS’s user community.

“At HLRS our mission has always been to provide sys-

tems that address the most important needs of our key 

user community,” explained HLRS Director Michael 

Resch. “For many years this meant basing our flagship 

systems on CPUs. Recently, however, we have seen 

growing interest in deep learning and artificial intelli-

gence. Adding GPUs to Hawk’s architecture will thus 

improve our ability to support scientists in academia 

and industry who are working at the forefront of com-

putational research.”

As 2020 concludes, HLRS and its scientific and indus-

trial user communities look forward to the discoveries 

and innovations that Hawk will enable in the coming 

years. 			  (CW)

supercomputing, Baden-Württemberg is a European 

leader and globally competitive. Having HLRS as a 

part of the University of Stuttgart is an important part 

of this. And it is not just the impressive computational 

performance of the supercomputer, but also the entire 

methodological expertise located here, that enables our 

leading computational research to achieve breathtak-

ing results.”

The beginning of Hawk’s operation also marked the 

start of a new collaboration between HLRS and HPE 

to develop new technologies for supercomputing. This 

includes creating new software and tools for high-per-

formance computing, for performance optimization, 

and for artificial intelligence that will be necessary to 

prepare for the arrival of new exascale supercomputers.

“Hewlett Packard Enterprise and HLRS are a Dream 

Team,” said Heiko Meyer at Hawk’s inauguration. “For 

this reason we would like to develop a long-term devel-

opment partnership with HLRS in which we optimize 

applications, test future technologies, and bring them 

to a mature, market-ready state.”

State Secretary, Ministry of 
Finance, Gisela Splett

State Parliament Member Sabine Kurtz

HLRS Director Michael Resch

HPE Chief Sales Officer Heiko Meyer

Parliamentary State Secretary, Federal Ministry 
of Education and Research, Michael Meister

State Minister for Science, Research, 
and Art Theresia Bauer

Baden-Württemberg Prime Minister
Winfried KretschmannA
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CASTIEL will compile a Europe-wide competency map 

that will catalog resources and knowledge gaps across 

all EuroCC competence centers. It will then coordinate 

activities such as international workshops, mentoring 

and twinning partnerships, and topic-specific working 

groups to address issues of shared interest. Such activ-

ities should promote Europe-wide knowledge shar-

ing and new kinds of productive synergies, potentially 

including new regional collaborations. 

CASTIEL will also focus on providing expertise needed 

to address HPC needs for industrial R&D. This could 

include mentoring by centers with experience in sup-

porting industry, as well as international meetings in 

which industrial HPC users present case studies of suc-

cessful applications. 

FF4EuroHPC: improving access to HPC for SMEs

The third pillar of this pan-European effort will involve 

focusing on the needs of the small and medium-sized 

enterprises (SMEs) that form an essential component of 

Europe’s economy. A consortium called FF4EuroHPC, 

also coordinated by HLRS, will undertake targeted out-

reach to such companies, smoothing access to HPC 

technologies and solutions that will make them more 

competitive. 

The team leading FF4EuroHPC includes several centers 

that were also involved in the EU-funded Fortissimo 

and Fortissimo 2 projects, which between 2013 and 

2020 organized 92 successful business experiments 

involving SMEs and high-performance computing. 

FF4EuroHP C will extend the lessons learned during 

Fortissimo to identify and test new applications of HPC 

in industry across Europe. 

FF4EuroHPC will organize two open calls for propos-

als from SMEs that can demonstrate compelling cases 

for using HPC technologies and expertise. Potential 

application areas include manufacturing, engineering, 

and other innovative growth sectors. Proposals may 

suggest traditional applications of high-performance 

computing for simulation and modeling or new kinds of 

applications involving data analytics, machine learning, 

and artificial intelligence. 

FF4EuroHPC expects that approximately 40 SMEs — 

all first-time users of HPC — will undertake “applica-

tion experiments,” many of which will be paired with 

or receive support from national competence centers 

in the EuroCC network. This approach should promote 

industrial HPC usage among SMEs in regions where it 

has previously been slow to develop. 

HLRS at center of European HPC strategy 

As these projects proceed, such experiments will lead 

to the development of a portfolio of success stories 

demonstrating the innovation potential of HPC. Koller 

anticipates that this will help not only to attract interest 

from other SMEs that could benefit from HPC, but also 

to gain support from governments and other stakehold-

ers for the development and maintenance of robust 

HPC resources and services.

“EuroCC, CASTIEL, and FF4EuroHPC have complemen-

tary goals,” Koller says. “On the one hand, we hope that 

we will empower the participating countries to develop 

the expertise they need to become more technologically 

independent. On the other, countries that have already 

developed a broad base of expertise will also learn from 

these international interactions. By raising the knowl-

edge level and improving communication across bor-

ders, we see a lot of potential to raise the productiv-

ity and impact of HPC all across Europe for academic 

research, industry, and public administration.”             (CW)

In three new projects, HLRS is coordinating a landmark effort to enhance HPC competencies, promote international 

cooperation, and improve access to supercomputing in industry across the European Union.

HLRS Begins Building European 
Network of HPC Expertise

The launch of the EuroHPC Joint Undertaking in 2018 

marked the start of a new, Europe-wide approach to 

high-performance computing (HPC). By facilitating 

closer coordination at the level of infrastructure and 

resource allocation, technology development, and the 

creation of advanced software, EuroHPC set out to 

build a sustainable and globally competitive European 

HPC ecosystem. 

As EuroHPC developed, however, it became clear that 

one essential component of a comprehensive Euro-

pean HPC strategy was missing: namely, a consistently 

high level of expertise across Europe in high-perfor-

mance computing and related disciplines such as 

high-performance data analytics and artificial intelli-

gence. In 2020 EuroHPC, under the auspices of the 

European Union’s Horizon 2020 fund, awarded three 

grants aimed at addressing this need.

HLRS and its umbrella organization, the Gauss Centre 

for Supercomputing, will be at the center of this effort, 

leading the creation of a Europe-wide network focused 

on expanding HPC expertise. The three projects — 

EuroCC, CASTIEL, and FF4EuroHPC — began opera-

tion on September 1, 2020 and in the coming years will 

focus on different dimensions of this undertaking in a 

coordinated way. 

According to HLRS General Manager Dr. Bastian Koller, 

who will be spearheading the project, “HLRS is thrilled 

to be leading the coordination of a project that holds 

enormous potential to elevate not only expertise but 

also cooperation and collaboration across the entire 

European HPC community. The effort will help to raise 

not only Europe’s scientific capabilities but also its 

global industrial competitiveness.”

EuroCC: establishing a European network of HPC 

competencies

At the center of this multifaceted effort is EuroCC, 

which has already begun building a pan-European net-

work of national HPC competence centers.

As the project took shape, 33 participating member 

states each designated one HPC center as a national 

competence center. Approximately half of the funding 

to support the creation of each competence center is 

being provided by the EU, while the other half will come 

from the individual country. 

Each competence center will undertake an audit of 

HPC capabilities at the national level, identifying avail-

able expertise and knowledge gaps across the coun-

try. Over time, the competence centers will become 

national resources for identifying and coordinating 

technical knowledge, training resources, industrial 

outreach, and HPC services and tools in their home 

countries. 

CASTIEL: promoting collaboration across borders

Simultaneously, HLRS is leading a closely related coor-

dination and support activity called CASTIEL (Coordi-

nation and Support for National Competence Centres 

on a European Level). While EuroCC coordinates HPC 

expertise within each member state, CASTIEL will pro-

mote interaction and the exchange of expertise across 

the EuroCC network. 
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At the same time when the computational sciences are 

becoming more important than ever, concerns about 

how personal data and artificial intelligence can be 

used and misused, or about the corrosive effects of 

social media disinformation campaigns, have led to a 

growing anxiety about how to know that digital infor-

mation can be trusted. How can scientists ensure, for 

example, that the models they develop are reliable and 

form a basis for public decision making? And how can 

people who access digital information be in a better 

position to distinguish between trustworthy informa-

tion and misleading propaganda?

A new three-year project at HLRS aims to address 

such questions. With the support of a grant from the 

Baden-Württemberg Ministry of Science, Research 

and Art, a team led by Dr. Andreas Kaminski of the 

Philosophy of Science & Technology of Computer Sim-

ulation Department will bring together philosophers, 

social scientists, technologists, and other experts to 

investigate trust in the context of information tech-

nology. The project will produce insights for improv-

ing trustworthiness in computational research, devel-

oping AI-based approaches for judging reliability of 

information, and fighting deception in digital media.

The new project assumes that improving the trust-

worthiness of digital information is not just a techni-

cal challenge, but involves questions of how humans 

perceive information, as well as how trust is built 

between individuals and in communities. Kaminski 

and his team members will thus incorporate multi-

disciplinary perspectives, bringing together experts 

in psychology, sociology, political science, econom-

ics, pedagogy, and history. Through collaborative 

research, they will develop a theoretical basis for 

improving trustworthiness in simulation and AI tech-

nologies. (CW)

HLRS will help create a basis for interdisciplinary computational research in chemistry and chemical engineering. The HLRS Department of Philosophy will help develop perspectives for assessing the trustworthiness of computa-

tional science and limiting the spread of misinformation.

Building a National Data Research 
Infrastructure for Catalysis Research

Research Program Will Focus on Trust 
and Information

Catalysis research, like many scientific fields, increas-

ingly relies on computational methods that support a 

continual dialogue between theory, simulation, and 

experiment. To promote the development of this field, 

a consortium including HLRS was awarded a grant of 

more than €10 million from the Deutsche Forschungs-

gemeinschaft (DFG) to create a National Research 

Data Infrastructure for Catalysis-Related Sciences 

(NFDI4Cat). The consortium, led by the nonprofit 

chemical society DECHEMA (Gesellschaft für Che-

mische Technik und Biotechnologie e.V.) and involving 

representatives from 15 additional partner institutions, 

will develop infrastructure, software, and data man-

agement standards to empower the next generation 

of chemical engineering research. NDFI4Cat is one 

of nine new consortia that will contribute to the con-

struction of a German National Research Data Infra-

structure.

As one of four members of the NFDI4Cat coordination 

group, HLRS will create and host a data repository for 

catalysis-related research, including a portal for sharing 

and accessing data stored at multiple locations. In addi-

tion, HLRS will play a major role in an effort to establish 

standardized metadata and ontologies for catalysis 

research that will ensure compatibility among different 

data sets, increasing their usability and amplifying their 

potential impact for scientific progress. 

“We are very pleased that HLRS will be participating 

in the development of a National Research Data Infra-

structure,” said HLRS Director Prof. Michael Resch. 

“Working together with partners in the catalysis 

research community, this project should offer outstand-

ing opportunities to accelerate research in a field that 

is not only of great economic importance, but that also 

holds keys to addressing some of our greatest global 

challenges.”   (CW)
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HLRS and the Fraunhofer Institute for Manufacturing 

Engineering and Automation (Fraunhofer IPA) have 

long been neighbors on Stuttgart’s Nobelstraße. Under 

a new cooperation agreement, the two organizations 

will grow even closer as Fraunhofer will gain access to 

HLRS’s HPC systems and expertise. The partners will 

also work together on issues of mutual interest related 

to applications of advanced computing technologies in 

industry.

Fraunhofer IPA conducts research to address orga-

nizational and technological issues across the entire 

manufacturing sector. This includes new technologies 

to improve methods, components, machines, and pro-

duction lines used in manufacturing. Considering the 

increasing availability of large data sets and powerful 

tools for simulation and artificial intelligence (AI), the use 

of advanced computing technologies operated by HLRS 

could help accelerate the development of innovations 

that make manufacturing more efficient and sustainable.

The new cooperation agreement will focus on applica-

tions of HPC that have become important for Fraun-

hofer IPA’s research in recent years. This could include 

performing analyses of large data sets to improve man-

ufacturing processes or using HPC to verify the accu-

racy of machine learning applications for human-robot 

collaboration. Under the agreement, HLRS and Fraun-

hofer also plan to explore new challenges and opportu-

nities related to quantum computing. 

As HLRS General Manager Bastian Koller explained, 

the agreement also opens new opportunities for HLRS: 

“The partnership will enable us to develop and improve 

solutions that integrate HPC, high-performance data 

analytics, and AI in ways that best support our users. It 

could also provide new impulses for HLRS’s efforts to 

support the adoption of HPC and related technologies 

into industry.”	 (CW)

New software developed by HLRS and the KoLab project enables interaction and cooperation in virtual 3D spaces. The partnership will explore new applications of high-performance computing, high-performance data analytics, 

machine learning, and quantum computing in the manufacturing sector.

Collaborative Virtual Reality 
Environments for the Home Office

HLRS and Fraunhofer IPA 
Begin Cooperation

Simulations using supercomputers or construction data 

from CAD systems are normally visualized and ana-

lyzed in a CAVE 3D facility. In an era of “social distanc-

ing” resulting from the coronavirus pandemic, however, 

this is not always possible. 

To address this problem, members of the HLRS Visu-

alization Department and researchers at five addi-

tional universities in Baden-Württemberg — working 

together in a project titled KoLab (Virtual Collaboration 

Laboratories Baden-Württemberg) — developed a new 

software platform that makes it possible for persons 

located in different places to meet and collaborate in 

virtual reality (VR).

Using new VR-software developed by KoLab, combined 

with inexpensive, commercially available VR-headsets 

and controllers, teams of scientists and developers can 

gather in a virtual meeting room. Meeting participants 

are represented by avatars that communicate in virtual 

reality, making it possible to collaboratively observe, 

analyze, and interact with 3D visualizations from their 

individual workplaces or home offices. 

In situations where spontaneous in-person meetings 

are difficult — for example, when colleagues work at dif-

ferent locations or challenging conditions make it diffi-

cult to meet in person — this technology will empower 

collaboration and simplify complicated work processes. 

Even after the COVID-19 pandemic is past, it promises 

to accelerate scientific discovery and shorten the time 

it takes to bring new products to market. 

In fall 2020, members of HLRS’s Visualization Depart-

ment used the technology to conduct a course at the 

Technical University of Vienna. Students in Vienna 

could interact in virtual reality with avatars representing 

the instructors, who remained in Stuttgart.	 (CW)
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will be able to implement in the real world today or 

tomorrow, but we think that it should be possible in the 

coming years.

 What advantages could this approach offer for 

industry?

 The vision that we’re pursuing is to facilitate the 

transformation of production to so-called “lot-size-1” 

manufacturing. There is growing interest in moving 

away from mass production towards a model that peo-

ple in the industrial community around Stuttgart refer to 

as “mass personalization.” Companies would like to be 

able to produce high-quality, individualized products, 

while at the same time keeping costs low. To make this 

possible, production machinery must be able to adapt 

itself efficiently to every new product. 

You can see one example of this need in the manufac-

ture of electrical circuit boxes, which are usually assem-

bled in a highly customized way. Nowadays, nearly 

every circuit box is unique and built by hand. They con-

tain, for example, so-called “top-hat rails” (also called 

DIN rails), on which components need to be mounted 

and cabled together. Because of how difficult and 

expensive this process is, we would like to use simula-

tion to get to a point where a robot could learn how to 

manufacture customized circuit boxes efficiently.

 Why is high-performance computing necessary in 

these kinds of methods?

 Reinforcement learning and other kinds of machine 

learning rely on data that often doesn’t exist in the 

amount or in the form that is needed. Therefore, we use 

highly precise simulation to generate the vast majority 

of the data that is needed to train the algorithm. This 

way, you only need a very small amount of real-world 

data in order to fine-tune the algorithms. 

At Fraunhofer IPA, we are already doing this to a small 

degree, but we don’t have the necessary computing 

capacity to carry out large-scale simulations. Right now, 

it isn’t a problem for us to program an individual robot, 

but as soon as we begin thinking in larger scales — such 

as several robots or a production process involving mul-

tiple interrelated steps — we get to a point where our 

computing capacity isn’t sufficient. This is why having 

access to the supercomputer at HLRS is a cornerstone 

of our partnership. The collaboration offers us new 

opportunities for simulating complex systems, having 

the machine learn through simulation, and transfer-

ring the resulting programs to industry, and to do it on 

a large scale. 

 Are there other ways in which HPC could support 

machine learning at Fraunhofer?

 One other topic that we would like to address as part 

of this collaboration is the verification of neural net-

works. Today, researchers often face the problem that 

when they want to use neural networks in applications 

where safety is critical, it is difficult to guarantee that 

the network will do what it is supposed to. This is where 

verification comes into the picture. You formulate a set 

of requirements that the network should satisfy and 

then mathematically test how well the algorithm meets 

them. We have been working with a company to investi-

gate this in a case study and in our test run we showed 

that it should be possible.

Nevertheless, this verification step is extremely compu-

tationally expensive, and at Fraunhofer IPA we unfortu-

nately don’t have the computing capacity to solve this 

problem in an acceptable amount of time. In our con-

versations with the company and with HLRS, we agreed 

How Artificial Intelligence Could 
Improve Robotics: 
An Interview with Marco Huber

The increasing availability of machine learning and arti-

ficial intelligence (AI) applications has made it possible 

to develop new kinds of automated manufacturing sys-

tems. As Professor for Cognitive Production Systems 

in the Faculty of Engineering Design, Production Engi-

neering and Automotive Engineering at the University 

of Stuttgart and Head of the Center for Cyber Cogni-

tive Intelligence at the Fraunhofer Institute for Man-

ufacturing Engineering and Automation (Fraunhofer 

IPA), Professor Marco Huber is investigating innovative 

applications of machine learning that could make these 

systems more flexible.

This combination of roles places Huber in an ideal sit-

uation to facilitate productive interactions between 

research and industry. As a university professor, he 

investigates state-of-the-art topics not only from a the-

oretical perspective, but also with a focus on practical 

requirements in the manufacturing industry. At Fraun-

hofer IPA, he advises companies interested in using AI 

to improve their productivity. “The work at Fraunhofer is 

less about developing new methods,” Huber explains, 

“than about applying methods developed for basic 

research in ways that will help industry to address the 

problems it faces.”

In November 2020, Fraunhofer IPA and HLRS signed a 

cooperation agreement that will enable Huber and his 

colleagues to access resources for high-performance 

computing (HPC) and simulation at HLRS. Together, 

the two organizations also plan to undertake research 

on issues of shared interest — specifically, quantum 

computing and artificial intelligence. In this interview, 

Professor Huber describes how the partnership came 

into being and how HLRS’s computing resources will 

enhance Fraunhofer IPA’s research capabilities.

 Professor Huber, what new opportunities does artifi-

cial intelligence offer for robotics?

 In industry today, you need to have a certain level 

of expertise to program a robot. This is a situation we 

want to move beyond. Such a process should not only 

be accessible to experts, but everyone should have the 

ability to program robots when needed.

Instead of programming a robot directly, our approach 

involves formulating a task that it needs to complete — 

for example, grasping an object and removing it from a 

box. In a simulation, a robot can teach itself the best way 

to do this. At first, it does a pretty bad job, but because 

this is only a simulation, that’s ok — it can’t break any-

thing. With the help of a paradigm from machine learn-

ing called reinforcement learning, it gradually improves 

until it reaches a point where we can determine that it is 

good enough for the application. The nice thing is that 

as soon as we reach this point, we also automatically 

have a robot program that we can implement on the fac-

tory floor. In a sense, the robot programs itself through 

this process.

The advantage of using simulation in robotics is that 

you don’t need access to a physical robot. Normally, a 

robot must be taken out of production for the entire time 

it is being programmed. This isn’t just a matter of a few 

hours, but can require a significant amount of time until 

everything functions correctly. By using simulation, we 

can avoid such interruptions in production.

At the same time that a machine manufactures a par-

ticular product, we believe that through simulation it 

should also be able to learn how it will need to go about 

manufacturing the next product. This is the vision that 

motivates our research. This goal isn’t something we 

Professor Marco Huber
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that we will undertake a demonstration project together 

in the first quarter of 2021. HLRS will make the neces-

sary computing resources available to complete this 

verification exercise.

Fraunhofer IPA does have a GPU computing cluster 

available for research using artificial intelligence, but 

because researchers from many different parts of the 

organization are now using it, the demands are contin-

ually growing and we often run into bottlenecks. Having 

access to HLRS’s computing resources should also help 

to address this problem.

 The collaboration agreement with HLRS also includes 

a focus on quantum computing. What are your plans in 

this area? 

 Fraunhofer IPA, together with HLRS and several 

other partners, was successful in a proposal to start 

a new project called SEQUOIA (Software Engineering 

for Industrial Hybrid Quantum Applications and Algo-

rithms), which will conduct research to understand the 

future opportunities that quantum computing offers. 

This kind of computing is still quite new, and so we 

need to be asking some important questions: What 

kinds of practical problems could quantum computing 

solve faster than a classical computer can? And which 

kinds of problems will, for scientific reasons, not ben-

efit from so-called quantum supremacy?

Through this project, we will gain access to the quan-

tum computer that IBM is making available to the 

Fraunhofer Society beginning in 2021. The system 

offers only a relatively small number of qubits, and so 

although it will not necessarily enable us to solve real-

world problems, it will allow us to develop experience 

and undertake small-scale case studies so that we can 

gain a better understanding of what might be possible.

Currently, quantum computing — in a similar way to the 

programming of robots — is still something that only 

experts can do. Worldwide, there are currently only 

a small number of experts who are able to program 

quantum computers. For this reason, we will also be 

looking at ways to simplify software development for 

such systems. By doing so, we hope to make quantum 

computing more accessible for both scientists and 

industry.	 (Interview: CW)
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much better use of the parallel architecture of HLRS’s 

supercomputer. 

Following performance testing, the team discovered 

that the improved code ran up to 20 times faster when 

scaled up to a large number of computing cores. Com-

menting about the speed-up, ITLR scientist Jonas Stei-

gerwald remarked, “Previously we saw a dramatic drop 

in performance when we ran our code on larger num-

bers of processors. With the way the communication is 

structured now, we don’t see that any more.”

“At 64 processors, the change isn’t so noticeable, but 

when you go to 4,000 or even higher numbers of pro-

cessors, this makes an enormous difference,” added 

his ITLR colleague Matthias Ibach.

For the scientists, the personal contact that the work-

shop offered made the difference. According to FS3D 

team member Jonathan Reutzsch, “In many cases being 

able to identify and fix a problem is something that can 

only happen during such workshops and through this 

kind of direct mentorship. Every year it brings us a step 

farther.”

Ibach also credited HLRS’s expertise in scientific com-

puting for its impact on his institute’s research, say-

ing, “The ability to parallelize our computing on this 

scale makes it possible to move our research into new 

areas.”

The scientists also value the contacts the HLRS work-

shop facilitates with researchers from other institutes. As 

Reutzsch explained, “In the past we have met many peo-

ple who face similar problems whom we wouldn’t have 

met otherwise. HLRS is a unifying institution that brings 

together people who are facing similar challenges.”

As a result of the COVID pandemic, HLRS held its 

second performance optimization workshop of 2020 

using videoconferencing tools (See page 12). Although 

the scientists missed the social component of the 

live event, the online format was successful and also 

enabled HLRS to develop new approaches for provid-

ing personalized support for users outside the Stuttgart 

area through the Internet. 

In addition to improving the research of its scientific 

users, HLRS’s expert user support also helps to ensure 

more efficient operation of its computing systems and 

to maximize their availability for all users.	 (CW)

HLRS’s personalized user support benefits computational fluid dynamics research in many ways.

Performance Optimization Workshop 
Opens New Scientific Opportunities

HLRS’s performance optimization workshops offer 

users of the center’s HPC systems the chance to work 

closely with support staff to improve the codes that are 

essential for their research. With a recent increase in 

funding through the SiVeGCS project, this meeting for-

mat enables HLRS to provide increasingly personalized 

consulting services.

Twice each year, the workshop invites approximately 

10 teams of researchers that use HLRS’s computing 

systems, pairing each with an individual HLRS expert 

in scientific computing. Meeting together for a full day, 

they dive deep into the researchers’ computer code 

and in a compressed amount of time make important 

modifications that improve its performance on HLRS’s 

high-performance computing systems. Representatives 

of hardware manufacturers HPE and AMD are also pres-

ent to consult on detailed technical matters related to 

their products. Bringing this multidisciplinary expertise 

together at one time makes it possible to focus on codes 

intensively and leads to improvements that can not only 

get the scientists their results faster but also help them 

to address new kinds of scientific questions.

At a workshop held in early 2020, a team of researchers 

from the University of Stuttgart’s Institute of Aerospace 

Thermodynamics (ITLR) brought a problem related to 

Free Surface 3D (FS3D), a code for computational fluid 

dynamics research. Initially developed over 20 years 

ago, FS3D has undergone continual improvements, 

though not always with a focus on performance opti-

mization.

FS3D computationally subdivides a droplet, for exam-

ple of water, into a mesh of billions of boxes, each of 

which contains a high-resolution simulation of the fluid 

in that volume. This means that the code must coordi-

nate a massive number of parallel calculations. 

When the team and HLRS’s Dr. Martin Bernreuther 

looked at the FS3D code together, they realized that the 

multigrid solver they used was sending large numbers 

of calculations to a single processor, while other pro-

cessors that could have assisted in the calculation sat 

idle. During the workshop they implemented a method 

that, in a treelike manner, coordinates communication 

among the solutions to the system of equations during 

different cycles of the multigrid solver. The results make 
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Visiting 
ResearchersStaff

PAPERS IN JOURNALS, 
BOOKS, AND CONFERENCE 
PROCEEDINGS

BOOKS

4 4
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System Usage

Talks
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Education and Training

SCIENTIFIC WORKSHOPS

CONTINUING EDUCATION COURSES

UNIVERSITY LECTURES

€

Third-Party Funds

6,925,747

25 Teilnehmer

2,287 Participants

171 Participants

1,005 Participants

32 SWS

7 Days

100 Course-Days

ACTIVE USER PROJECTS
INDUSTRIAL CUSTOMERS 
USER PUBLICATIONS

129 51
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Two young investigators successfully completed their doctoral studies at HLRS in 2020.

PhD Graduates 2020

Fabian Dembski

Energy Conscious Urban Inward Development. Analytical Design Strategies 

for the Post-Oil City: The Case Study of Greater Paris. 

Limiting individual automobile transport in cities could not only greatly reduce 

energy consumption, but also make urban environments more healthy and 

humane. Positive benefits could, for example, include reducing energy consump-

tion and fossil fuel emissions, repurposing transportation infrastructure, regener-

ating urban districts, upgrading public spaces, and better integrating isolated dis-

tricts or suburbs into the urban fabric. In his dissertation, Dembski uses a variety 

of methods, including space syntax theory, geographic information, strollology, 

and scenario development and testing to conduct a case study of Paris in which he 

demonstrates myriad ways in which method sets could help pave the way toward 

the post-oil city of the future. In addition, discussing his creation of the first Euro-

pean Digital Urban Twin, he explores how cutting-edge digital technologies can 

offer strategies for solving problems, attaining goals, and evaluating success in 

the planning of individual cities. 

Joseph Schuchart

Global Task Data Dependencies in the Partitioned Global Address Space

The dominating programming model driving today’s parallel computing appli-

cations is a two-level approach consisting of message-based communication 

between processes using MPI and static loop-level thread-parallel execution 

using OpenMP constructs. However, two programming models have tried to chal-

lenge this status quo. First, the PGAS model is an attempt to elevate shared mem-

ory programming to the level of distributed systems and to directly expose mod-

ern network hardware features to the application developer. Second, task-based 

programming aims at providing abstractions that help discover a greater amount 

of concurrency in parallel applications, which in turn can be used to better exploit 

the computational resources at hand. In his dissertation, Schuchart proposes a 

novel way of orchestrating the execution of tasks at a global scale by using dis-

tributed task graph discovery and data dependencies in the global memory space. 

The results demonstrate that applications exhibiting concurrency beyond single 

loop parallelism may use this new model to significantly improve performance 

and scalability by combining the benefits of task based programming and one-

sided communication in the PGAS model. 

HLRS Achieves Two Environmental 
Certifications 

EMAS and Blue Angel awards recognize the center’s environmental and energy management strategies.

In March, HLRS became the first major high-performance 

computing center to be certified under the Eco-Manage-

ment and Audit Scheme (EMAS), the most demanding 

system for environmental management worldwide. In 

October it also received certification for Energy-Efficient 

Data Center Operation under the Blue Angel, the eco-

label of the federal government of Germany. 

“HLRS is home to one of Europe’s most powerful 

supercomputers, which means high energy require-

ments,” said HLRS Director Michael Resch. “We rec-

ognized years ago that we have to do everything we 

can to minimize our ecological footprint, especially 

with respect to carbon emissions. Receiving these cer-

tifications shows that HLRS takes its environmental 

responsibility very seriously and that our system users 

can be confident that we support their efforts toward 

sustainability.”

HLRS’s environmental management system covers all 

levels of the organization, addressing not just energy 

usage, but also resource consumption and disposal, 

and activities that can negatively impact the environ-

ment or human health. HLRS considers environmental 

impact in all purchasing, and has formalized 

systems for tracking and reducing energy 

consumption, minimizing waste, and 

reusing resources. 

The EMAS and Blue Angel awards 

complement HLRS’s previous certifi-

cations under the international stan-

dards ISO 50001 (energy management) 

and ISO 14001 (environmental manage-

ment). Development of the center’s environ-

mental management plan was supported by the 

Baden-Württemberg Ministry for Science, Research, 

and Art.

To assist other computing centers interested improv-

ing their own environmental performance, HLRS also 

published a guidebook called “Sustainability in Com-

puting Centers: A Practical Guide.”

It is available on our website at the following link: 

www.hlrs.de/about-us/sustainability-in-hpc              

(CW)
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Machine Learning Could Improve 
Fluid Dynamics Research

For decades, engineers and scientists have used 

increasingly powerful high-performance computing 

(HPC) resources to better understand the turbulent 

interactions that influence fluid flows. With applica-

tions ranging from making industrial chemical pro-

cesses safer to improving fuel efficiency and lowering 

noise pollution in commercial air travel, understanding 

how fluids interact at a fundamental level has improved 

countless processes that impact our daily lives. 

Fluid dynamics research is well-suited to modeling and 

simulation. Many HPC simulations begin with a compu-

tational grid or mesh that allows researchers to break a 

large, complex problem into small equations that can 

be calculated in parallel and then quickly pieced back 

together. As supercomputers have gotten more power-

ful, researchers have been able to make these meshes 

increasingly finer. 

Now that supercomputers like HLRS’s Hawk system 

are capable of quadrillions of calculations per sec-

ond, scientists have gained the ability to create direct 

numerical simulations (DNS) that model a fluid’s move-

ments “from scratch” without the need for simplifying 

models or assumptions. When computing turbulence in 

fluid flows, DNS allows researchers to accurately sim-

ulate the tiniest swirling motions, or eddies, that influ-

ence large-scale movements in a fluid. 

Doing this work, however, requires regular access to 

large supercomputers. When this isn’t possible — for 

example when researchers from industry want to get a 

rougher view of turbulence — they often run large-eddy 

simulations (LES), which calculate only the behavior of 

the larger swirling motions happening in a fluid. This 

approach also requires making assumptions based on 

empirical data or other models about the behavior of 

the smallest eddies. While this approach requires less 

computational power, researchers know that even the 

smallest eddies have a large impact on how the whole 

system behaves. 

Recently, researchers led by Dr. Andrea Beck at the 

University of Stuttgart’s Institute for Aerodynamics 

and Gas Dynamics (IAG) have been exploring how 

machine learning could make the power of direct 

numerical simulations accessible to researchers with 

more modest computational resources. A long-time 

user of HLRS’s HPC resources for traditional mod-

elling and simulation work, she has turned to using 

Hawk to generate training data for neural networks to 

improve LES models. Her experiments have already 

begun showing potential to accelerate fluid dynamics 

research. 

Searching for closure 

The difference between modelling turbulence using 

DNS and LES is similar to photographs. One can think 

of DNS as a high-resolution photograph, whereas LES 

would be a rougher, more pixelated version of that 

same image. However, unlike a photograph, research-

ers do not always have access to the high-resolution 

version of a given system from which to develop an 

accurate representation in lower resolution. To fill in 

this gap in fluid modeling, researchers have to look for 

what they call “closure terms.”

Improving the accuracy of large-eddy simulations could lead to more accessible methods for boosting wind turbine 

efficiency or making aircraft more environmentally friendly.
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“To use a photograph analogy, the closure term is the 

expression for what is missing between the coarse 

grained image and the full image,” Beck said. “It is a 

term you are trying to replace, in a sense. A closure 

tells you how this information from the full image 

influences the coarse one.” Just like a processed 

image, though, there are many ways in which LES tur-

bulent models can diverge from a DNS, and selecting 

the correct closure term is essential for the accuracy 

of LES. 

The team started training an artificial neural network, 

a machine learning algorithm that functions similarly 

to how the human brain processes and synthesizes 

new information. These methods involve training algo-

rithms with a collection of large datasets, often gen-

erated by HPC systems, to forge connections similar 

to those formed in the human brain during language 

acquisition or object recognition. These types of algo-

rithms are trained in a “supervised” environment, 

meaning that researchers feed in large amounts of 

data where they already have the solution, ensuring 

that the algorithm is always given the correct answer 

or classification for a given set of data.

“For supervised learning, it is like giving the algorithm 

1,000 pictures of cats and 1,000 pictures of dogs,” 

Beck said. “Eventually, when the algorithm has seen 

enough examples of each, it can see a new pic-

ture of a cat or a dog and be able to tell 

the difference.” 

For its work, the team 

did a series of DNS 

calculations on HLRS 

HPC resources. They 

did roughly 40 runs on 

the Hawk and Hazel Hen 

supercomputers, using 

about 20,000 cores per 

run, and then used this 

data to help train its neu-

ral network. Because this 

dataset could be useful 

for other researchers, the 

team is making it publicly 

available in 2021. The team 

compared two different training 

approaches, and found that one approach achieved 

99% accuracy in correctly pairing the correct closure 

term with a given LES filter function. 

Learning more all the time 

With such promising results, the team feels confident 

that these data-driven modeling approaches can be 

further refined to help bring the accuracy of HPC-driven 

DNS results to more modest simulation approaches. 

The team’s work serves as an example of an emerging 

trend in science and engineering; merging and comple-

menting traditional modeling and simulation done in 

HPC with artificial intelligence applications. 

The addition of 192 NVIDIA graphic processing units to 

Hawk will support this convergence, benefiting users 

who need to generate large datasets to train neural 

networks by eliminating delays that would otherwise 

result from moving data between different computing 

systems (See page 22).

“This is a great step forward in helping us to augment 

traditional HPC codes with new, data-driven methods 

and fills a definite gap,” Beck said. “It will not only help 

speed up our development and research processes, but 

provide us with the opportunity to deploy them at scale 

on Hawk.” 			   (EG)

V
o

rt
ic

a
l s

tr
u

ct
u

re
s 

o
f 

d
e

ca
yi

n
g

 h
o

m
o

g
e

n
e

o
u

s 
tu

rb
u

le
n

ce
 f

ro
m

 D
N

S
. S

im
u

la
ti

o
n

s 
su

ch
 a

s 
th

e
se

 p
ro

vi
d

e
d

 t
h

e 
d

a
ta

 u
se

d
 b

y 
B

e
ck

 a
n

d
 h

e
r 

co
lla

b
o

ra
to

rs
 f

o
r 

tr
a

in
in

g
 t

h
e

ir
 m

a
ch

in
e 

le
a

rn
in

g
 

a
p

p
lic

a
ti

o
n

. 

Taking Quantum Dots for a Spin

Modern computing technologies enable researchers 

across many scientific domains to simulate phenom-

ena that are too large, small, dangerous, or difficult to 

observe through experiment. In fact, supercomputing 

initiated a new golden era of particle physics research, 

playing an indispensable role in helping illuminate 

interactions at the atomic level and below. 

Since the 1920s, researchers have documented the 

laws that govern the atomic and subatomic world in 

painstaking detail. The quantum world, as it became 

known, operates according to a different set of laws 

than those first posited by Isaac Newton. As modern-

day researchers have gained a deeper understanding of 

quantum mechanics, they have identified opportunities 

to manipulate and control subatomic particles in ways 

that could lead to new kinds of electronics or other tech-

nologies. Among these promising advances, quantum 

computing – which, through the application of quantum 

mechanics, processes information in a fundamentally 

different way than traditional computers – promises to 

accelerate certain kinds of research and the develop-

ment of new applications. 

While traditional computers rely on extensive patterns 

of 1s and 0s to transmit information in bits, quantum 

computers utilize so-called qubits, particles operating 

in accordance with the laws of quantum mechanics. 

Each qubit can be facing up, down, or in its “superpo-

sition,” meaning it simultaneously represents both 

positions. Although the existence of this kind of state 

– where electrons can represent multiple positions 

A team from TU Dortmund University is using high-performance computing to model how lasers could regulate spin 

dynamics in quantum dots. These small structures could have big implications for improving quantum computers 

and other advanced electronics. 

simultaneously – could benefit data-intensive model-

ling and simulation, further understanding is needed 

of these counterintuitive phenomena. Scientists must 

also develop methods for reliably manipulating and 

controlling quantum particles, specifically with regard 

to how individual electrons “spin,” or orient themselves 

under specific conditions. 

In order to better understand how subatomic particles 

behave and interact at a fundamental level, a multidis-

ciplinary research collaboration based at the TU Dort-

mund University is using high-performance computing 

(HPC) resources at HLRS to simulate some of these 

complex interactions. The team is partnered with exper-

imentalists in the international collaborative research 

center 160 (ICRC 160) established at St. Petersburg and 

Dortmund to study how electrons’ spins (and the spins 

of larger nuclei nearby in a given system) interact under 

certain conditions, and how laser technologies could 

help manipulate these systems. 

In its most recent work, the team has focused on quan-

tum dots. Developed within the context of semiconduc-

tor technologies, researchers found that quantum dots 

could control electrons’ spins under the right condi-

tions, making them good candidates to serve as qubits 

in future quantum computers.

“A quantum dot can be seen as a trap for a single elec-

tron and therefore for its spin,” said Prof. Dr. Götz Uhrig, 

Professor at TU Dortmund and lead researcher on the 

project. “If we are looking at a solid state device, there 

are as many as 1020 electrons and their spins behave in 
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Prof. Dr. Götz Uhrig

such a way that no net effect can be seen for the out-

side; the spin of an excess electron, however, can be 

detected and manipulated.” 

Turning toward a better understanding of spins in 

quantum dots

When physicists study atomic systems, one approach 

involves strategically adding or removing an electron to 

determine the properties that it imparts on the system. 

As they learned more about how to modify these sys-

tems, scientists and engineers came up with relatively 

inexpensive ways to create silicon-based semiconduc-

tors that today are nearly ubiquitous in consumer elec-

tronics. 

Now, as scientists turn their attention to developing 

new electronics such as quantum computers, they have 

employed specialized semiconductor nanostructures 

– so-called quantum dots – in order to better direct 

electrons and their spins, as is needed to follow certain 

algorithms. 

Within a quantum dot, researchers can use lasers or 

other technologies to fix the positions of excess elec-

trons in space, making it easier to manipulate their 

spins. Experimentally, researchers must account for the 

strange, novel physics that govern quantum spins of 

electrons, in their “up” and “down” states, as mentioned 

previously. 

Accounting for superpositions ultimately means that 

researchers must calculate millions of possible states 

of electron spins for each quantum dot. And while sim-

ulating the spin of an individual quantum dot as it inter-

acts with roughly thousands of nuclear spins may not 

be too computationally demanding, a meaningful sim-

ulation or experiment will have to deal with thousands 

of quantum dots at once. 

One common experimental approach is to use laser 

pulses to “train” quantum dots so that their spins act 

synchronously. “My colleagues send pulses to the 

system that orient a quantum dot’s spin,” Uhrig said. 

“When they do that for quite a long time, they get some 

response before the next pulse. So you see some polar-

ization, then it dies out, but when you have done that 

for a long time, there is already a signal before the next 

pulse comes – that shows that the system has been 

trained successfully.” 

In experiments, researchers will shoot a laser pulse 

every few nanoseconds and training the dots can take 

seconds or even minutes. This means that a realistic 

simulation must cover an extremely wide range of time 

scales. Performing the necessary calculations in a rea-

sonable amount of time would not be possible without 

large-scale supercomputing resources. 

Advancement through iteration

Uhrig and his collaborators use HPC primarily to help 

understand the data seen in experiments quantitatively. 

This approach allows the team not only to efficiently 

verify how well a given quantum system has been 

trained, but also to make predictions using the physical 

model they develop. If the team has designed the model 

correctly, new phenomena shown in models should 

then also be found in experiment. “This back-and-forth 

is a general feature in the dynamics between theory and 

experiment,” Uhrig said. “When theory tries to be close 

to experiment, many parameters need to be taken into 

account, meaning you have to do heavy numerics, and 

that’s where HPC comes in.” 

Using this iterative approach, the team uncovered 

strategies for amplifying signals in the data that indi-

cate how electron spins respond to laser pulses. Ulti-

mately, this knowledge could improve researchers’ 

ability to predict and rely on quantum-scale behav-

ior when executing tasks in quantum computers and 

other advanced electronics. 

The team was able to access large core counts to run 

larger calculations on HLRS’s Hawk supercomputer 

during its acceptance phase last year. “On short notice, 

we were offered short queues for large core counts, 

and that made a big difference on how quickly we were 

able to do our research,” Uhrig said. Now that the team 

has been able to further optimize its code on Hawk, the 

researchers feel confident that its future allocations will 

enable them to take on more complex calculations for 

larger systems.	 (EG)
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requires accurately calculating the motions for all of 

the “fascicles” that make up the muscle. Each muscle 

consists of anywhere from 10 to 100 fascicles, each of 

which contains between 10,000 and 250,000 muscle 

fibers. Ultimately, this requires more than 5 billion equa-

tions to be solved. 

“Our model is such a multi-scale and multi-physics 

problem that in order to resolve all the processes 

– from the sub-cellular level to what we see when 

the human body is in motion–supercomputing is 

essential,” Mehl said. “We really want to use these 

highly detailed models, because phenomenolog-

ical models based on smaller amounts of input 

data do not give us the same degree of insight or 

the ability to generalize the observations we are 

able to see in our models.”

In order to do these simulations in a timely man-

ner, the team uses 7,000 cores on HLRS’s Hawk 

supercomputer, which allows the team to model 

all 180,000 biceps brachii muscle fibers in an 

individual simulation. 

Supercomputing supports modelling efforts 

on the path toward personalized medicine

Combining computer modelling and experiments 

in an iterative way is helping scientists to effi-

ciently develop biomechanical models that could 

enable more individualized approaches to improv-

ing health. Together with the team and as part of a 

DFG-funded Cluster of Excellence at the Univer-

sity of Stuttgart called SimTech, Professor Oliver 

Röhrle leads several efforts to integrate data-

sets from experiments to improve biomechan-

ical modelling. Using delicate sensor 

An interdisciplinary group of University of Stuttgart researchers is developing increasingly detailed models of parts 

of the human body. Starting from a cellular level, the team is scaling simulations up to model individual muscles in 

the human arm.

Modeling Muscles with the 
Help of HPC

In recent decades, the frontier of understanding the 

human body lies in the cellular and sub-cellular world. 

The human body is made up of billions of cells, and 

while physiologists have gained an understanding of 

many processes controlled by muscle and nerve cells 

– from piano playing to weightlifting, for instance – the 

fundamental processes that govern these motions have 

not been adequately explained. 

Acknowledging the importance of such questions, the 

German Research Foundation (DFG) in 2020 initiated 

a priority program supporting research that “couples” 

simulations and clinical studies of multiple anatomical 

systems. The outcomes could have major implications 

for personalized medicine and the development of more 

effective diagnostic methods and treatments. 

A research group jointly led by University of Stuttgart 

Professors Dominik Göddeke, Miriam Mehl, and Oliver 

Röhrle has in recent years focused on the computa-

tional modelling of the human musculoskeletal system. 

For Göddeke, the complex and integrated nature of the 

research offers a lot of promise but also presents pro-

found challenges. “Many scientific fields are getting so 

specialized that no one can keep up with all of the math-

ematics, computing, and biomechanical models that 

are needed to solve these problems,” Göddeke said. 

As a consequence, working in interdisciplinary teams 

is essential. 

The team has been using high-performance comput-

ing (HPC) resources at the High-Performance Comput-

ing Center Stuttgart (HLRS) to create high-resolution 

simulations of how our muscles, bones, and nervous 

system interact at a fundamental level. While experi-

mental data still guide development of most medical 

treatments, the Uni Stuttgart team believes that com-

putation could provide a better way forward. 

“Understanding the musculoskeletal system in detail 

is unfortunately a field characterized by poor access to 

important information, and making measurements can 

corrupt datasets, lead to bodily harm, or be too impre-

cise,” said Aaron Krämer, a graduate researcher at the 

University of Stuttgart involved in the project. “An alter-

native way of gaining insight in this field, which is becom-

ing common, is to simulate the process of interest. In our 

case, we are investigating the full activation process from 

the nervous system to muscle contraction.”

Flexing computational muscle

While researchers can create rough simulations of the 

human body based on generic input data from experi-

ments or other simulations, creating a “first-principles” 

model quickly becomes computationally expensive. So 

expensive, in fact, that researchers have generally cho-

sen to start with one small part of the body – think of a 

group of cells or tissue – and then expand simulations 

when more computational power is available.

Such simulations are computationally demanding due 

to the large range of scales that researchers must con-

sider. Recently, for example, the Stuttgart researchers 

have focused on simulating a human biceps muscle in 

motion. Simulating only one muscle of many in the arm T
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and camera equipment, 

Röhrle extracts fine-

grained details of how 

muscle groups work 

together, then uses the 

data as inputs for detailed 

computational models. “Sim-

Tech is about the integration 

of data into classical, differen-

tial equation-based models,” 

Röhrle said. “The challenge 

with integrating experimental 

data and computational models 

is two-fold. On the one hand, if you 

have a model informed by a lot of 

experimental data, you don’t want to 

over-fit the model to just one data set. 

At the other end of the spectrum, when 

modelling something where you don’t 

have a lot of data, you have to have some 

kind of model because data can’t tell you the 

entire story.” 

Recently, the team added realistic tendons to its muscle 

models. Although this expands the number of physics 

calculations that are needed, it also makes the models 

more realistic. Further, the team also began simulating 

electromyography signals, which allow medical profes-

sionals to identify disorders that impact motor skills.

“This is one of the links to the experimental world in our 

work,” said Benjamin Maier, a graduate researcher at 

Uni Stuttgart. “These EMG signals, as they are called, 

measure electric potential on the skin. To model this 

accurately, we need to be able to simulate a large num-

ber of muscle fibers in a highly parallel setting.” 

Integrating Inversions

The interdisciplinary biomechanical 

research collaboration at the Univer-

sity of Stuttgart is now approaching 

its next big challenge – going from 

primarily doing simulations that 

help confirm experimentalists’ 

research findings to using model-

ing and simulation to help guide 

experiments. “A big thing in simu-

lation science is going from solv-

ing problems in a ‘forward’ man-

ner to solving inverse problems,” 

Göddeke said. “We have just now 

reached the place where we can 

start to focus on inversions.”

As supercomputing resources grow 

more powerful, the team also looks for-

ward to coupling individual simulations 

of muscles to one another. Modelling a 

biceps and triceps in motion together in a human 

arm, for example, could improve understanding of how 

muscle systems work. 		  (EG)
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In 2020, HLRS installed its new flagship supercomputer, called Hawk. With a maximum LINPACK benchmark per-

formance of 19.3 Petaflops, Hawk was ranked #16 in its November 2020 debut on the Top500 List of the world’s 

fastest supercomputers. Based on second-generation EPYC processors from AMD, the system is optimized for 

the sustained application performance and high scalability required for large-scale simulation, particularly for 

engineering and the applied sciences. In December 2020, HLRS announced the upcoming addition of HPE Apollo 

systems with NVIDIA graphic processing units (GPUs) to Hawk. The expansion will enhance the center’s capacity 

for deep learning and artificial intelligence applications, and enable new kinds of hybrid computing workflows that 

integrate HPC with Big Data methods.

Hewlett Packard Enterprise Apollo (Hawk)

The Cray CS-Storm is HLRS’s primary system for artificial intelligence (AI) workloads, including processing- 

intensive applications for deep learning. Based on a GPU architecture, the CS-Storm provides a high-performance 

platform for deep learning frameworks such as TensorFlow and PyTorch, while also supporting use of classical 

machine learning tools such as Apache Spark and scikit-learn. The system is installed with the Cray Urika-CS AI 

and analytics suite, enabling HLRS users to address complex problems and process data with higher accuracy.

Cray CS-Storm

Deep learning partition	 64 NVIDIA Tesla V100 GPUs

Cray CS500 Spark partition	 8 CPU nodes

Software compiler	 Urika-CS AI Suite

Interconnect	 HDR100 Infiniband

System Type: Hewlett Packard Enterprise Apollo

CPU Type	 AMD EPYC Rome 7742, 64 core, 2.25 GHz

Number of compute nodes	 5,632

Number of compute cores	 720,896

System peak performance	 26 petaflops

Total system memory	 1.44 PB

Total disk storage capacity	 25 PB

System Type: Apollo 6500 Gen10 Plus (to be installed in 2021)

GPU Type	 NVIDIA A100 

Number of GPUs 	 192

Performance	 120 petaflops AI performance

Inside Our Computing Room

Funding for Hawk was provided by the Baden-Württemberg Ministry for Science, Research and Art, and by the German Federal Ministry for Education and Research 

through the Gauss Centre for Supercomputing (GCS). Hawk is part of the GCS national supercomputing infrastructure.
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In 2020 the Gauss Centre for Supercomputing approved 8 new large-scale projects (each project requiring more 

than 35 million core hours) for HLRS’s flagship supercomputer, for a total of 2.72 billion core-hours. The Partnership 

for Advanced Computing in Europe (PRACE) also approved 8 international simulation projects for HLRS, for a total 

of 440 million core-hours. In total, 129 projects, including test projects, were active on Hazel Hen and Hawk in 2020.

System Usage by Scientific Discipline

System Usage by State

CFD 44,62 %

 Physics 30,36 %

 Reacting Flows 2,09 %

 Solid State Physics 8,67 %

 Chemistry 1,74 %

 Transportation and Climate 0,85 %

Bioinformatics 2,14 %

Other 6,80 %

Computer Science 0,91 %

Materials Science 1,79 %

Electrical Engineering 0,02 %

Structural Engineering 0,01 %

North Rhine-Westphalia 33,31 %

Thuringia 0,05 %

Baden-Wurttemberg 41,58 %
Rheinland-Palatinate 8,71 %

Federal Research Center 0,21 %
Hesse 4,87 %

Berlin 8,55 %

Brandenburg 0,09 %

Saxony 1,23 %

Bavaria 1,03 %

Hamburg 0,37 %

This standard PC cluster was installed in 2009. Its configuration has been continually adapted to meet increasing 

demands and provide requirement-optimized solutions, including CPU, GPU, and vector computing components. 

The current configuration is as follows.

NEC Cluster (Vulcan)

The Urika-GX is optimized for classical machine learning applications, and is used for the analysis of large datasets 

produced by HLRS’s flagship supercomputer. It provides an ideal platform for frameworks such as Apache Spark 

and scikit-learn for data mining and clustering in large datasets. The system has also been a key component in 

HLRS’s research to advance the field of high-performance data analytics. (Though operational througout 2020, the 

Urika-GX is scheduled to be retired in early 2021.)

Cray Urika-GX

Number of nodes	 41

Processor compute nodes	 2 x Intel BDW 18-core, 2.1 GHz

Memory per node	 512 GB

Disk capacity per node	 2 TB

Software stack	 Spark, Hadoop, Cray Graph Engine

Intel Xeon Gold 6248 @2.5GHz (CascadeLake)

Number of nodes: 96

Memory per node: 128 GB

Intel Xeon Gold 6138 @2.0GHz (SkyLake)

Number of nodes: 100

Memory per node: 192 GB

Intel Xeon E5-2660 v3@ 2.6 GHz (Haswell)	

Number of nodes: 88

Memory per node: 256 GB

Intel Xeon E5-2680 v3 @ 2.5 GHz (Haswell)

Number of nodes: 168

Memory per node: 384 GB

AMD Radeon

CPU: Intel Xeon Silver 4112 @ 2.6 GHz (Skylake)

Number of nodes: 6

Memory per node: 96 GB

GPU: 1 x AMD Radeon Pro WX8200

GPU memory: 8 GB

Intel Xeon E5-2667 v4 @ 3.2 GHz (Broadwell) mit P100

Number of nodes: 10

Memory per node: 256 GB

GPU: 1 x Nvidia P100

GPU memory: 12 GB

NEC SX-Aurora TSUBASA A300-8 @ 2.6 GHz

Number of nodes: 8

Memory per node: 192 GB

Vector engines: 8 x NEC Type 10B @ 1.4 GHz

Vector engine memory: 48 GB @ 1.2 TB/second

Interconnects

Infiniband EDR/FDR/HDR/QDR
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Third-Party Funded Research Projects

Project	 Duration	 Funded by

aqua3S		  September 2019 - August 2022	 EU

➜ Developing a new system for detecting threats in drinking water safety and security, combining data from state-

of-the-art sensors and other detection mechanisms.

bwHPC-S5		  July 2018 - March 2021	 MWK

➜ Coordinates support for HPC users in Baden-Württemberg and the implementation of related measures and 

activities, including data intensive computing and large-scale scientific data management.

bwVisu II		  August 2014 - October 2020	 MWK

➜ Developing a service for remote visualization of scientific data, particularly with respect to ensuring high scal-

ability through cloud technologies.

Cape Reviso		  July 2020 - June 2023	 BMVI

➜ By combining machine learning, sensor technology, network analysis, and VR in digital twins, researchers are 

developing planning and decision support tools for conflict analysis and reduction between cyclists and pedestri-

ans in urban locations. 

CASTIEL		  September 2020 - August 2022	 EU

➜ This coordination and support action will enhance the activities of the EuroCC project by promoting collaboration 

and the exchange of knowledge and skills among HPC national competence centers across Europe.

CATALYST		  October 2016 - December 2021	 MWK

➜ Researches methods for analyzing large datasets produced by modelling and simulation with the goal of imple-

menting a framework that combines HPC and data analytics.

In addition to providing supercomputing resources for scientists and engineers in academia and industry, HLRS 

conducts its own funded research on important topics relevant for high-performance computing (HPC), artificial 

intelligence, visualization, and high-performance data analytics. These activities, many of which are conducted in 

collaboration with investigators at other institutes and in industry, address key problems facing supercomputing 

and are opening up new opportunities for addressing key German, European, and global challenges. The following 

is a list of funded projects that operated in 2020.

For more information about our current projects, visit www.hlrs.de/about-us/research/current-projects/

ChEESE		  November 2018 - October 2021	 EU

➜ Preparing European flagship codes for upcoming pre-exascale and exascale supercomputing systems focus-

ing on fields such as computational seismology, magnetohydrodynamics, physical volcanology, tsunamis, and the 

monitoring of earthquake activity.

CYBELE		  January 2019 - December 2021	 EU

➜ Integrates tools from high-performance computing, high-performance data analytics, and cloud computing to 

support the development of more productive, data driven methods for increasing agricultural productivity and 

reducing food scarcity.

EOPEN		  November 2017 - October 2020	 EU

➜ Tackles technical barriers that result from massive streams of Earth observation data and seeks to ensure that 

methods for data harmonization, standardization, fusion, and exchange are scalable.

EuroCC		  September 2020 - August 2022	 EU

➜ HLRS is the coordinating center of this Europe-wide project to establish national HPC competence centers and 

develop a shared, high level of expertise in high-performance computing, high-performance data analytics, and 

artificial intelligence.

EuroLab-4-HPC 2	 May 2018 - April 2020	 EU

➜ Laid the groundwork for establishing a European Research Center of Excellence for HPC systems.

EUXDAT		  November 2017 - October 2020	 EU

➜ Provided a platform for uniting HPC and cloud infrastructures to manage and process high amounts of hetero-

geneous data. Its focus was to support sustainable development in agriculture.

EXCELLERAT	 December 2018 - November 2021	 EU

➜ Facilitates the development of important codes for high-tech engineering, including maximizing their scalabil-

ity to ever larger computing architectures and supporting the technology transfer that will enable their uptake in 

industry.

EXPERTISE		  March 2017 - February 2020	 EU

➜ A European training network for the next generation of mechanical and computer science engineers. Its objec-

tive is to develop advanced tools for analyzing fluid dynamics in large-scale models of turbine components and to 

eventually enable the virtual testing of an entire machine.
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FF4EuroHPC		 September 2020 - August 2023	 EU

➜ Conducts outreach and provides support to Europe’s small and medium-sized enterprises (SMEs) to enable them 

to profit from the advantages offered by high-performance computing (HPC) technologies and services.

FocusCoE		  December 2018 - November 2021	 EU

➜ Coordinates strategic collaboration and outreach among EU-funded Centres of Excellence to more effectively 

exploit the benefits of extreme scale applications for addressing scientific, industrial, or societal challenges.

HiDALGO		  December 2018 - November 2021	 EU

➜ Develops novel methods, algorithms, and software for HPC and high-performance data analytics to accurately 

model and simulate the complex processes that arise in connection with major global challenges such as forced 

migration, air pollution, and the spread of disinformation through social media.

HPC-Europa 3	 May 2017 - October 2021	 EU

➜ Fosters transnational cooperation among EU scientists (especially junior researchers) who work on HPC-related 

topics such as applications, tools, and middleware.

HPCWE		  June 2019 - May 2021	 EU

➜ A consortium of academic institutes, HPC centers, and industrial partners in Europe and Brazil that is developing 

novel algorithms and state-of-the-art codes to support the development of more efficient technologies for wind 

power.

HyForPV		  September 2018 - August 2021	 BMWi

➜ Aims to develop and operationalize new prediction products for the integration of photovoltaics (PV) into the 

energy market and smart grids by delivering simulations of PV power output at high resolution.

InHPC-DE		  November 2017 - December 2021	 BMBF

➜ Coordinates integration among Germany’s three Tier-1 supercomputing centers to create a standardized and dis-

tributed HPC ecosystem. It provides funding for 100 Gbit networking and opportunities for high-speed data man-

agement and visualization.

MoeWe		  July 2016 - March 2021	 ESF, MWK

➜ To address demand for supercomputing experts, particularly in industry, this project is developing a modular, 

flexible training program called the Supercomputing-Akademie.

NFDI4Cat		  October 2020 - September 2025	 DFG

➜ Creating a German national research data infrastructure for catalysis and chemical engineering research.

 

OpenForecast	 September 2019 - May 2021	 EU

➜ Develops approaches for combining freely available data and supercomputing resources to create a new gen-

eration of searchable data products for European citizens, public authorities, economic operators, and decision 

makers.

ORCHESTRA		 December 2020 - November 2023	 EU

➜ Development of a networked platform for sharing data is enabling the creation of a new large-scale, pan- 

European cohort that will improve research and responses to the SARS-CoV-2 pandemic and provide a model for 

addressing future public health threats.

OSCCAR		  June 2018 - May 2021	 EU

➜ Uses a novel, simulation-based approach to develop new systems for protecting vehicle occupants in acci-

dents. 

POP2		  December 2018 - November 2021	 EU

➜ A Center of Excellence that provides performance optimization and productivity services for academic and indus-

trial users of HPC.

PRACE		  May 2019 - December 2021	 EU

➜ Supports high-impact scientific discovery and engineering R&D to enhance European competitiveness for the 

benefit of society.

SDC4Lit		  May 2019 - April 2023	 MWK

➜ The Science Data Center for Literature is an inter-disciplinary research project to sustainably organize the data-

life cycle in digital literature. The resulting infrastructure will offer a data repository and research platform for the 

digital humanities. 

SimTech		  October 2019 - March 2023	 DFG

➜ This interdisciplinary Excellence Cluster at the University of Stuttgart is developing simulation technologies to 

enable integrative systems science. HLRS supports the development of efficient methods for uncertainty quanti-

fication and management.
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Simulated Worlds	 February 2011 - June 2021		  MWK

➜ Offers students opportunities to develop and execute simulation projects in collaboration with HLRS scientists.

SiVeGCS		  January 2017 - December 2025	 BMBF / MWK

➜ Coordinates and ensures the availability of HPC resources of the Gauss Centre for Supercomputing, address-

ing issues related to funding, operation, training, and user support across Germany’s national HPC infrastructure.

Smart-DASH		 August 2016 - January 2020	 DFG

➜ Continued development of the C++ template library DASH, which offers distributed data structures with flexible 

data partitioning schemes and a set of parallel algorithms.

SODALITE		  February 2019 - January 2022	 EU

➜ Aims to provide an optimized, resilient, heterogeneous execution environment that enables operational trans-

parency between cloud and HPC infrastructures. 

TranSim		  January 2016 - February 2020	 MWK

➜ The project Transforming Society – Transforming Simulation explored how computer simulation is transforming 

science and the worlds of work, knowledge, and values.

Trust and Information	 August 2020 - July 2023	 MWK

➜ Multidisciplinary research led by the HLRS Department of Philosophy will develop perspectives for assessing the 

trustworthiness of computational science and limiting the spread of misinformation.

Funder Abbreviations

BMBF	 Federal Ministry of Education and Research

BMVI	 Federal Ministry of Transport and Digital Infrastructure

BMWi	 Federal Ministry for Economic Affairs and Energy

DFG	 German Research Foundation

ESF	 European Social Fund

EU	 European Union

MWK	 Baden-Württemberg Ministry for Science, Research, and Art
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Date Location Topic

Jan 27-28 Stuttgart Introduction to Hybrid Programming in HPC

Jan 29-31 Stuttgart HPE Porting and Optimization Workshop

Feb 10-14 Dresden Parallel Programming (MPI, OpenMP) and Tools

Feb 24-28 Siegen Introduction to Computational Fluid Dynamics

Mar 3-6 Stuttgart Modern C++ Software Design (Intermediate) NEW

Mar 5-6 Stuttgart HPC Technology Transfer Training Course NEW

Mar 9 Stuttgart Introduction to NEC SX-Aurora TSUBASA Vector Platform NEW

Mar 13: Start of COVID-19 lockdown. The following courses took place online.

Apr 20-24 Stuttgart Fortran for Scientific Computing *   

Apr 20-30 Stuttgart MOOC: A Short Introduction to MPI One-Sided Communication * NEW

Apr 27-30 Stuttgart Hawk Porting and Optimization Workshop 

May 4-5 Vienna Shared Memory Parallelization with OpenMP TtT

May 5-8 Stuttgart Modern C++ Software Design (Advanced) 

May 6-8 Vienna Parallelization with MPI TtT * 

Jun 9-12 Amsterdam Parallel Programming with OpenMP and MPI TtT *

Jun 17-19 Vienna/Stuttgart/Garching Introduction to Hybrid Programming in HPC (MPI + X) *

Jun 18-19 Stuttgart/Kaiserslautern Efficient Parallel Programming with GASPI *

Jun 29 - Jul 1 Stuttgart/Erlangen Node-Level Performance Engineering *

Jul 7-10 Stuttgart Modern C++ Software Design (Intermediate) NEW

Jul 14-17 Stuttgart/Garching Deep Learning and GPU Programming Using Open ACC NEW

Aug 24-27 Zurich Parallel Programming with MPI / OpenMP 

Sep 14-18 Stuttgart 35th VI-HPS Tuning Workshop *

Sep 28 - Oct 2 Stuttgart Computational Fluid Dynamics 

Oct 12-16 Stuttgart Parallel Programming Workshop (MPI, OpenMP & Advanced Topics) *

HLRS offered 30 courses in 2020, providing continuing professional education on a wide range of topics relevant 

for high-performance computing. The courses took place over 100 course-days in Stuttgart and at other locations in 

Germany and internationally. A total of 1,005 trainees participated in these activities. For a current listing of upcom-

ing courses, please visit www.hlrs.de/training.

HPC Training Courses in 2020

Oct 21-23 Stuttgart ChEESE Advanced Training on HPC for Computational Seismology * NEW

Oct 26 - Nov 6 Stuttgart MOOC: A Short Introduction to MPI One-Sided Communication *

Nov 5-6 Vienna Shared Memory Parallelization with OpenMP TtT *

Nov 23-27 Vienna Parallelization with MPI TtT

Nov 24-27 Stuttgart Modern C++ Software Design (Advanced) 

Nov 30 - Dec 2 Jülich/Stuttgart Advanced Parallel Programming with MPI / OpenMP 

Dec 7-11 Stuttgart Fortran for Scientific Computing 

  Online Courses

TtT:  Train the Trainer Courses

*    PRACE courses: HLRS is a member of the Gauss Centre for Supercomputing (GCS). GCS is one of ten PRACE Training Centres in the EU. The marked courses are in part 

sponsored by PRACE and are part of the PRACE course program.

  Parallel Programming
  Computational Fluid Dynamics (CFD)

  Performance Optimization and Debugging

   Data in HPC / Deep Learning / 
     Machine Learning

  Programming Languages for Scientific Computing

  Training for Special Communities
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Scalable Programming Models and Tools

Leader: Dr. José Gracia

Conducts research into parallel programming models 

and into tools to assist development of parallel appli-

cations in HPC. Currently the focus is on transparent 

global address spaces with background data transfers, 

task-parallelism based on distributed data-dependen-

cies, collective off-loading of I/O operations, and par-

allel debugging. As a service to HLRS users, the group 

also maintains part of the software stack related to pro-

gramming models, debugging, and performance anal-

ysis tools. 

Service Management and Business Processes

Leader: Dennis Hoppe

Advances the convergence of high-performance com-

puting and artificial intelligence, in particular with the 

goal of supporting hybrid HPC/AI workflows on a single 

infrastructure. This includes developing AI solutions, 

specifically in a business context, using cutting-edge 

technologies for big data, machine learning, and deep 

learning. The group also conducts research on related 

virtualization technologies such as containers, orches-

tration, and job scheduling. Leveraging synergies 

between virtualization and HPC, it has gained expertise 

in the development and operation of dynamic and scal-

able cloud computing services. The group efficiently 

applies performance and availability monitoring, elastic 

workflow management, and energy-efficient operation 

for federated cloud environments.

Project Controlling and Management
➜ Leader: Dr. Natalie Lewandowski

Project Controlling and Management Office

Leader: Dr. Natalie Lewandowski

The Project Controlling and Management Office 

(PCMO) is responsible for the controlling and qual-

ity assurance of current research projects at HLRS 

or with HLRS as a beneficiary, and the management 

of large-scale third-party funded projects, including 

Administration and Information
➜ Leader: Agnes Lampke

Administration

Leader: Agnes Lampke

Manages issues related to the day-to-day operation of 

HLRS. Areas of responsibility include financial plan-

ning, controlling and bookkeeping, financial project 

management and project controlling, legal issues, 

human resources development, personnel adminis-

tration, procurement and inventory, and event support.

Communications and Industrial Trainings

Leader: Dr. Jutta Oexle

Supervises and executes HLRS’s communication to the 

general public and the media. It is the central point of 

contact for all questions regarding the center and its sci-

entific work, and promotes new findings, achievements, 

and other news from around the center. In addition, 

the department designs and offers training courses 

and workshops for the industrial and service sectors, 

expanding interest in and accessibility of HPC technol-

ogies and solutions beyond its traditional community 

of scientific users.

Applications and Visualization
➜ Leader: Dr. Bastian Koller

Visualization

Leader: Dr.-Ing. Uwe Wössner

Supports engineers and scientists in the visual anal-

ysis of data produced by simulations on high-perfor-

mance computers. By providing technologies capable 

of immersing users in visual representations of their 

data, the department enables users to interact directly 

with it, reducing analysis time and enabling new kinds 

of insights. The department has expertise in tools such 

as virtual reality, augmented reality, and has designed a 

method for integrating processing steps spread across 

multiple hardware platforms into a seamless distributed 

software environment. 

	 coordination and business development tasks. The 

PCMO also offers coordinative assistance at the pro-

posal planning and writing stage and acts as a sup-

porting and coordinating entity between the HLRS 

management, the department heads, and the HLRS- 

administration in project-related matters.

Software and Systems
➜ Leader: Thomas Beisel

High-Performance Computing Network –

Production (HPCN Production)

Leader: Thomas Beisel

Responsible for the operation of all platforms in the 

compute server infrastructure. This department also 

operates the network infrastructure necessary for HPC 

system function and is responsible for security on net-

works and provided platforms.

Numerical Methods and Libraries

Leader: Dr.-Ing. Ralf Schneider

Provides numerical libraries and compilers for HLRS 

computing platforms. The department has expertise 

in implementing algorithms on different processors 

and HPC environments, including vectorization based 

on the architecture of modern computers. Department 

members also conduct research related to the simula-

tion of blood flow and bone fracture in the human body, 

and are responsible for training courses focused on 

programming languages and numerical methods that 

are important for HPC.

Project and User Management, Accounting

Leader: Dr. Thomas Bönisch

Responsible for user management and accounting, 

including creating and maintaining web interfaces 

necessary for (federal) project management and data 

availability for users. The department also conducts 

activities related to the European supercomputing infra-

structure (PRACE) and data management. This involves 

operating and continually developing high-perfor-

mance storage systems as well as conceiving new 

strategies for data management for users and projects 

working in the field of data analytics.

Parallel Computing, Training and Application 

Services

Leader: Dr. Rolf Rabenseifner

Organizes HLRS’s academic continuing education pro-

gram in high-performance computing, with emphases 

on parallel programming, computational fluid dyna

mics, performance optimization, scientific visualiza-

tion, programming languages for scientific computing 

and data in HPC. The department also organizes the 

review process for simulation projects running at the 

national supercomputing center and participates in ser-

vice provision for industrial clients. Additionally, it pro-

vides installation and software support for academic 

researchers in structural mechanics and chemistry. 

Staff Units: Related Research

Philosophy of Science and Technology of 

Computer Simulation  

Leader: Dr. Andreas Kaminski

Examines both how computer simulation and machine 

learning are changing science and technology devel-

opment, and how society and politics react to these 

changes: Does simulation and machine learning 

change our understanding of knowledge and how we 

justify scientific results? How can computer-based 

methods help to overcome uncertainties about the 

future? And how do we deal with the uncertainties of 

simulation and machine learning itself?

Infrastructure

Leader: Marcel Brodbeck

Responsible for planning and operating facilities and 

infrastructure at HLRS. This division ensures reliable 

and efficient operation of the HLRS high-performance 

computing systems, provides a comfortable working 

environment for HLRS staff, and fosters all aspects of 

energy efficient HPC operation. It is also responsible 

for HLRS’s sustainability program, which encourages 

and supports the entire HLRS staff in acting according 

to principles of sustainability.

Divisions and Departments
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