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The High-Performance Computing Center Stuttgart 
(HLRS) was established in 1996 as the first German  
national high-performance computing (HPC) center. As 
a research institution affiliated with the University of 
Stuttgart and a founding member of the Gauss Centre 
for Supercomputing, HLRS provides comprehensive 
HPC services to academic users and industry. HLRS 
operates one of Europe’s most powerful supercomput-
ers, provides advanced training in HPC programming 
and simulation, and conducts research to address key 
problems facing the future of supercomputing. Among 
HLRS’s areas of expertise are parallel programming, 
numerical methods for HPC, visualization, grid and 
cloud computing concepts, data analytics, and artificial 
intelligence. Users of HLRS computing systems are ac-
tive across a wide range of disciplines, with an empha-
sis on computational engineering and applied science.
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For one, HLRS’s income from our funded research proj-
ects fell for the first time since 2013. In part, this was a 
result of a pandemic that, despite frequent meetings by 
videoconference, made communication with our na-
tional and international network of scientific and indus-
trial partners more difficult than usual. We anticipate 
that this will only be a short-term effect, however, as we 
are already seeing a recovery of our external funding in 
2023 and could once again reach, or even exceed, our 
peak funding level from 2021.

We saw some very positive effects in 2022 in our con-
tinuing and professional education program for 
high-performance computing. Digital learning has 
made it possible for HLRS to reach new user groups. 
The transition from purely face-to-face learning to a 
blended concept that combines face-to-face and online 
learning meant that in 2022 a record number of more 
than 1,400 course participants took advantage of our 
diverse course offerings. The Supercomputing Acade-
my, our training program for industry, also played a role 
in this accomplishment, as it has now transitioned from 
its project phase to become an established and import-
ant component of our curriculum.

From an organizational perspective, HLRS underwent 
a partial structural reorganization in 2022, welcoming 
a new steering committee into service. This panel, 
which is responsible for managing grants of computing 
time, now consists almost entirely of new members. We 
are delighted that it includes more women, is younger 
on average, and brings a wider range of scientific ex-
pertise. Together with the new committee chair, Prof. 
Thomas Ludwig of the German Climate Computing 
Center, we look forward to a new phase in the scientific 
usage of our resources. 

We extend our thanks to the members of our previous 
steering committee, particularly to Prof. Wolfgang 
 Nagel, who led the body for almost 20 years. His en-
gagement and good judgment contributed enormously 
to HLRS’s success during this period.

Director’s Welcome
Grußwort

Effekts geht auf die Pandemie zurück, die trotz inten-
siver Nutzung von Videokonferenzen die Kommuni-
kation mit unserem nationalen und internationalen 
Netzwerk aus wissenschaftlichen und wirtschaftlichen 
Partnern erschwert hat. Dieser Effekt ist aber nur kurz-
fristig, sodass wir für das Jahr 2023 bereits eine Erho-
lung im Drittmittelbreich sehen und den Höchststand 
von 2021 entweder erreichen oder sogar übertreffen 
werden können.

Sehr positive Auswirkungen haben wir im Jahr 2022 im 
Bereich der Weiterbildung sehen können. Digitales Ler-
nen hat dem HLRS neue Nutzergruppen erschlossen. 
Auch der Übergang vom reinen Vor-Ort-Lernen zu ei-
nem gemischten Konzept aus online und Vor-Ort-Ler-
nen hat dazu geführt, dass wir im Jahr 2022 einen neu-
en Teilnehmerrekord von 1.400 erreicht haben. Eine 
Rolle spielt dabei auch, dass die Supercomputing-Aka-
demie des HLRS nach einer Projektphase weiterge-
führt und verstetigt wurde.

Organisatorisch hat das HLRS sich im Jahr 2022 in sei-
nen Strukturen teilweise neu aufgestellt. Zur Mitte des 
Jahres trat ein neuer Lenkungsausschuss sein Amt an. 
Das für die Vergabe von Rechenzeit verantwortliche 
Gremium wurde beinahe vollständig ausgetauscht.  Der 
neue Lenkungsausschuss ist im Durchschnitt weibli-
cher, jünger und wissenschaftlich breiter ausgerichtet. 
Gemeinsam mit dem neuen Vorsitzenden des Len-
kungsausschusses Prof. Thomas Ludwig vom Deut-
schen Klimarechenzentrum in Hamburg freuen wir uns 
auf eine neue Phase im Bereich der wissenschaftlichen 
Nutzung unserer Ressourcen. 

Unser besonderer Dank gilt den Mitgliedern des bishe-
rigen Lenkungsausschusses. Vor allem gebührt Prof. 
Wolfgang Nagel Dank, der den Lenkungsausschuss des 
HLRS seit fast 20 Jahren geleitet hat, und der mit sei-
nem Engagement und seiner Umsicht erheblich zum 
Erfolg des HLRS in dieser Zeit beigetragen hat. 

Die Ergebnisse der Nutzung des Supercomputers des 
HLRS wurden im Oktober beim 25. Results & Review 
Workshop am HLRS in Stuttgart vorgestellt. Wir heben 

With this annual report we present the results of what 
was in many ways a transitional year for the High-Per-
formance Computing Center Stuttgart (HLRS). At its 
start, 2022 continued to be strongly influenced by the 
COVID-19 pandemic, whose effects were noticeable in 
many areas. 

Mit diesem Jahresbericht legen wir die Bilanz eines 
Übergangsjahres vor. Zunächst war das Jahr 2022 wei-
terhin stark geprägt von der Pandemie. Sichtbar wur-
den diese Auswirkungen in einer Reihe von Bereichen. 
Die Einnahmen aus Drittmittelprojekten sind 2022 zum 
ersten Mal seit 2013 wieder gesunken. Ein Teil dieses 

Prof. Dr.-Ing. Michael M. Resch, Director, HLRS
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Results from the usage of HLRS’s supercomputer were 
presented in October at the 25th Results & Review 
Workshop, and this annual report highlights a few of our 
users’ applications. All contributions to the last work-
shop will also soon appear in the Transactions of the 
High-Performance Computing Center Stuttgart, pub-
lished by Springer Verlag.

This annual report also presents new developments in 
our own research within the scope of our funded proj-
ects, covering a wide spectrum of activities. One ap-
proach that is proving to be particularly versatile is the 
use of digital twins, which make it possible to simulate 
and visualize all sorts of highly complex systems. The 
Stuttgart Research Inititative DiTEnS (Discursive 
Transformation of Energy Systems), funded by the Carl 
Zeiss Foundation, will develop methods in which digital 
twins support decision making processes to make cities 
more energy efficient. The CIRCE project (Computa-
tional Immediate Response Center for Emergencies) is 
investigating scenarios for the use of digital twins in 
crisis management. HLRS and its partners are also ex-
ploring the potential of digital twins within CASE4Med, 
a project that is laying the groundwork for a new Solu-
tion Center for medical applications. 

What all of these projects have in common is that they 
extend beyond the world of classical simulation, using 
classical approaches in a targeted way to contribute to 
advances in new fields. In addition, all of these projects 
involve the implementation of a concept of digital con-
vergence that has been developed at HLRS. By bringing 
together technologies from the Internet of things (data 
gathering), artificial intelligence (data analysis), and 
high-performance computing (simulation of complex 
systems), we are demonstrating the potential that ex-
ists in combining today’s advanced digital tools to solve 
new kinds of problems.

In two other projects, HLRS continues to coordinate a 
Europe-wide effort that is establishing a network of na-
tional HPC competence centers within the scope of the 
EuroHPC Joint Undertaking. The projects EuroCC 

and  CASTIEL concluded their first project phases 
at the end of 2022, but have transitioned seamlessly 
into their second project phases as EuroCC 2 and 
CASTIEL 2. These activities are supporting the devel-
opment of a German national competence center, and 
continue to strengthen expertise across Europe.

In the midst of our many scientific activities, HLRS re-
mains at its core a national operations and service cen-
ter for high-performance computing, and moved for-
ward on two key infrastructure projects in 2022. The 
first has involved planning a new building, which is tak-
ing place in collaboration with the University Construc-
tion Office for Stuttgart and Hohenheim, and the sci-
ence and finance ministries of the State of Baden-Würt-
temberg. Our goal is to complete construction of a new 
structure that will be needed to accommodate a 
next-generation supercomputer by the end of 2026. 
Working together with the HLRS steering committee in 
2022, we also completed preparations for the procure-
ment process for this new system, which started at the 
beginning of 2023.

This means that in 2023 HLRS will face new challenges. 
With the help of its sponsors at the state, federal, and 
European levels, with its national and international 
partners, and thanks to the commitment of its staff, 
however, it is clear that HLRS is well prepared to meet 
them. 

With best regards,

Prof. Dr.-Ing. Dr. h.c. Prof. E.h. Michael M. Resch
Director, HLRS

in diesem Jahresbericht einige Highlights der Benut-
zeranwendungen heraus. Alle Beiträge des vergange-
nen Workshops erscheinen demnächst in den Trans-
actions of the High-Performance Computing Center 
Stuttgart im Springer Verlag.

In diesem Jahresbericht werden auch Forschungsent-
wicklungen innerhalb unserer geförderten Projekte 
vorgestellt, die ein breites Spektrum an Aktivitäten ab-
decken. Als besonders vielseitig erweist sich der Ein-
satz von digitalen Zwillingen, mit denen sich hochkom-
plexe Systeme aller Art simulieren und visualisieren 
lassen. Die von der Carl-Zeiss-Stiftung geförderte 
Stuttgarter Forschungsinitiative DiTEnS (Discursive 
Transformation of Energy Systems) wird Methoden 
entwickeln, mit denen digitale Zwillinge Entschei-
dungsprozesse unterstützen, um Städte energieeffizi-
enter zu machen. Das Projekt CIRCE (Computational 
Immediate Response Center for Emergencies) unter-
sucht Szenarien für den Einsatz von digitalen Zwillin-
gen im Krisenmanagement. Das HLRS erkundet auch 
gemeinsam mit Partnern das Potenzial digitaler Zwil-
linge für die Medizin im CASE4Med Projekt, das den 
Grundstein für ein neues Solution Center für medizini-
sche Anwendungen legt. 

Allen diesen Projekten ist gemeinsam, dass sie über die 
klassischen Simulationsbereiche hinausgehen, indem 
sie klassische Ansätze gezielt in neue Bereiche weiter-
entwickeln. Allen diesen Projekten ist aber auch ge-
meinsam, dass sie das am HLRS entwickelte Konzept 
der digitalen Konvergenz umsetzen. Dabei wird im Zu-
sammenspiel von Techniken des Internet of Things (Da-
tensammlung), der künstlichen Intelligenz (Analyse 
von Daten) und des Höchstleistungsrechnens (Simula-
tion komplexer Systeme) das Potential aller verfügba-
ren digitalen Technologien zur Lösung neuartiger Pro-
bleme eingesetzt.

Weiterhin koordiniert das HLRS auch die Etablierung 
von HPC Kompetenzzentren der EuroHPC JU In itia-
tive.  Ende des Jahres sind die ersten Phasen von 
EuroCC und CASTIEL ausgelaufen und EuroCC 2 und 

 CASTIEL 2 schließen jetzt hier nahtlos an und entwi-
ckeln sowohl das deutsche Kompetenzzentrum als 
auch die europäische Stärkung der Kompetenzen wei-
ter.

Bei all den wissenschaftlichen Themen bleibt das HLRS 
aber auch ein nationales Betriebs- und Servicezentrum 
für das Höchstleistungsrechnen. Daher haben wir im 
Jahr 2022 zwei zentrale Projekte des HLRS vorange-
trieben. Die Planungen für ein neues Rechnergebäude 
sind gemeinsam mit dem Universitätsbauamt Stuttgart 
und Hohenheim, dem Wissenschaftsministerium und 
dem Finanzministerium des Landes Baden-Württem-
berg im letzten Jahr intensiv vorangetrieben worden. 
Ziel ist die Bereitstellung des Gebäudes Ende 2026 für 
eine neue Rechnergeneration. Gleichzeitig wurde im 
Jahr 2022 in Zusammenarbeit mit dem Lenkungsaus-
schuss des HLRS die Ausschreibung für diese neue 
Rechnergeneration vorbereitet, die Anfang 2023 ge-
startet werden konnte.

Das HLRS steht also im Jahr 2023 vor neuen Heraus-
forderungen, auf die es mit Hilfe seiner Fördergeber aus 
Land, Bund und Europa, mit Hilfe seiner nationalen und 
internationalen Kooperationspartner und dank des En-
gagements der Mitarbeiterinnen und Mitarbeiter des 
HLRS sehr gut vorbereitet ist.

Mit freundlichen Grüßen,

Prof. Dr.-Ing. Dr. h.c. Prof. E.h. Michael M. Resch
Direktor des HLRS
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Super computing 
at the Limits

In the world of high-performance computing (HPC), 
2022 will be remembered as the start of the exascale 
era. The June 2022 edition of the Top500, a list of the 
world’s fastest supercomputers, heralded the Frontier 
system at Oak Ridge National Laboratory in the United 
States as the first exaflop machine — a leap to the next 
order of magnitude in computing speed that is equiva-
lent to running more than one quintillion (1018) floating 
point operations per second. Europe is well on its way 
to breaking this barrier as well. In August 2022, the 
EuroHPC Joint Undertaking announced that the Jülich 
Supercomputing Centre (JSC) will soon be home to Eu-
rope’s first exascale system, while pre-exascale sys-
tems are in the process of being rolled out across the 
continent. JSC’s partners in the Gauss Centre for Su-
percomputing — the Leibniz Supercomputing Centre 
(LRZ) and the High-Performance Computing Center 
Stuttgart (HLRS) — are also preparing for their own 
jumps to exascale. At HLRS planning is underway to 
install a system at this level by 2027.

Achieving this lightning speed is not simply a matter of 
building larger machines, however. This is because the 
pre-exascale and exascale systems being developed to-
day are fundamentally different from supercomputers 
of previous generations. Crucially, major increases in 
power are needed to run and cool systems of this size, 
meaning that maximizing energy efficiency in their op-
eration and usage is more important than ever for en-
suring their financial and environmental sustainability. 
Simultaneously, hardware manufacturers are reaching 
the physical limits of how much performance can be 

achieved on each individual computer chip, meaning 
that the progression predicted by Moore’s Law has ba-
sically run its course. At the system architecture level, 
this combination of factors means that whereas super-
computers of an earlier generation grew by simply add-
ing larger numbers of central processing units (CPU), 
the new generation increasingly combines CPUs with 
purpose-built accelerators, which, in most cases, are 
based on graphic processing unit (GPU) technology. 
Such heterogeneous systems are faster and more en-
ergy efficient, but they also require new programming 
models and software to fully leverage their perfor-
mance. This is not only because of the larger numbers 
of processors but also because, currently, many widely 
used software packages and scientific applications de-
veloped for CPU-only systems are hardly supported on 
accelerated systems, let alone optimized. 

Compounding these challenges is the convergence of 
supercomputers with other digital technologies, lead-
ing to the development of increasingly hybrid comput-
ing systems and workflows. Sensors, edge and cloud 
computing, artificial intelligence, and quantum com-
puting offer new opportunities for research, technology 
development, and public administration, but combining 
them effectively in ways that utilize their full power re-
quires new programming workflows and systems oper-
ations. HPC is no longer just a matter of running a large 
simulation on a single supercomputer, but is increas-
ingly becoming a complex, distributed process that 
must be coordinated among computers with different 
capabilities and programming requirements, often 

On the Way to the Next Generation 
of High-Performance Computing

A survey of new research projects at HLRS offers a glimpse into key technical challenges that 
HPC faces, and how the center is working to find solutions that will shape the field’s future.

Image: iStock.com / nadla
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other leading HPC centers and industry, these projects 
will both contribute to the development of the field and 
ensure that HLRS continues to provide state-of-the-art 
support to its community of system users. These proj-
ects also offer a window for beginning to understand 
some of the ways in which high-performance comput-
ing and related fields will need to evolve in the coming 
years.

Software at the exascale 
One advantage of larger HPC systems is that they make 
it possible to run simulations in which potentially bil-
lions of parallel calculations are executed simultane-
ously. In many simulations, for example in computa-
tional fluid dynamics (CFD) or climate modeling, pro-
grammers create a computational mesh that divides a 
large simulation into smaller units that are calculated 
individually and then reintegrated to understand the 
system as a whole. To use parallel computing systems 
most efficiently, programmers must adjust the distri-
bution of these units based on the number and types of 
processing units that are available. As larger computers 
with hybrid architectures go online, the number of pro-
cessing units rises, making it more difficult to achieve 
efficient performance using today’s algorithms. This 
means that for many conventional problems that sci-
entists and engineers need to solve, taking full advan-
tage of the speed that new exaflop-capable systems 
offer will not happen unless codes are scaled to meet 
them.

As a member of a new EuroHPC Joint Undertaking Cen-
tre of Excellence called CEEC (Center of Excellence for 
Exascale CFD), HLRS is working to improve state-of-
the-art algorithms and methods used in computational 
fluid dynamics to ensure that they perform efficiently 
at exascale. The project aims to develop exascale-ready 
workflows for extremely large computing systems, im-
plement methods for reducing the amount of the ener-
gy used to run these algorithms, and demonstrate 
these new algorithms’ effectiveness in applications that 
are important in academic and industrial research. The 
project is focusing on key algorithms for a variety of 
fields that rely on CFD simulations, including aeronau-

tical engineering, environmental science, the chemical 
industry, the wind energy industry, and atmospheric 
sciences.

HLRS is also coordinator of the project EXCELLERAT, 
the European Centre of Excellence for Engineering Ap-
plications, which has been pursuing a related strategy 
to prepare industry for the next generation of high-per-
formance computing. As a service provider, the project 
is supporting the development of key codes used in in-
dustrial sectors such as automotive, aerospace, and en-
ergy to run efficiently on larger, hybrid HPC systems. 
Research in the project has helped to adapt existing 
codes to run efficiently across dramatically larger num-
bers of processors, including on systems that include 
GPUs and other newer types of processors. The results 
have shown increases in processing speed of up to 90 % 
as well as dramatic increases in simulation resolution, 
making it possible to show finer detail in simulations of 
airflow around airplane wings or in combustion reac-
tions, for example. Near the end of 2022, EXCELLERAT 
was funded for a second project phase, and will contin-
ue to support industry in preparing for the next gener-
ation of HPC in the coming years.

HLRS continues to be involved in two additional  
EuroHPC Centres of Excellence that are focused on 
software for exascale computing and entered their sec-
ond phases at the beginning of 2023. The first is 
ChEESE, which is developing exascale-ready codes for 
solid earth research that could support early warning 
forecasts, hazard assessment, and emergency respons-
es to geohazards such as volcanoes, earthquakes, or 
tsunamis. The HiDALGO project, for which HLRS serves 
as technical coordinator, has also been extended, fo-
cusing on developing methods that could help to ad-
dress global challenges using new, hybrid HPC systems.

Smarter systems 
In the past, a supercomputer’s energy usage could be 
limited using crude approaches such as reducing the 
clock frequency that controls processor speed or shut-
ting off sections of the system when they were not in 
use. Modern HPC systems, however, offer a growing 

 situated at different locations. Orchestrating the pro-
cesses needed to get these technologies to talk to one 
another and to move data in a fast and secure way is 
demanding new approaches for managing tasks across 
such networks.

In addition, not all hardware components that are es-
sential for high-performance computing are evolving at 
the same rate. Historically, for example, memory hard-
ware has struggled to keep pace with accelerated sys-
tems, meaning that the writing and reading of data can 
still slow down large-scale simulations. Artificial intel-
ligence (AI) is also changing key characteristics of sci-
entific data. Whereas classical simulations used rela-
tively few input data, AI requires the management of 
massive datasets composed of millions of small files, 
meaning that input and output in distributed file sys-
tems must be optimized for data processing. And al-
though more processing speed permits more complex 
ensemble simulations or multiphysics models, for ex-
ample, it also means generating ever-larger mountains 

of data. Archiving it for reuse in future studies, for train-
ing AI algorithms, or to double-check the results of a 
scientific paper threatens to overwhelm HPC centers, 
both because of the space and power requirements for 
data storage and the time required to backup or trans-
fer large datasets. 

“As high-performance computing continues to grow, it 
is changing in ways that present a host of new challeng-
es,” says Prof. Dr. Michael Resch, director of HLRS. “As 
a federal high-performance computing center working 
within this emerging landscape, it is our job to provide 
the infrastructure, solutions, support, and training that 
will help scientists to navigate these changes, and ulti-
mately to get answers to their complex questions effi-
ciently and in a sustainable way.”

In several new research projects launched in late 2022 
and early 2023, staff scientists at HLRS are creating 
and testing potential solutions to some of these big 
challenges facing HPC. Conducted in partnership with 
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develop KubeEdge, which brings Kubernetes’ contain-
erized approach to edge computing, using an AI-based 
approach to assign jobs to the most suitable resources 
across a distributed system made up of different kinds 
of devices and processors. HLRS is providing HPC in-
frastructure for DECICE, as well as its expertise in cloud 
computing, HPC programming, and HPC system oper-
ation. It will lead a work package focused on developing 
an integrated framework for managing tasks in the 
cloud, edge, and HPC.

Training users to program new HPC architectures 
As the landscape of larger, hybrid HPC system archi-
tectures becomes more diverse, HLRS’s training pro-
gram has also been changing to ensure that the cen-
ter’s computing resources are used most effectively. In 
addition to its traditional menu of courses focusing on 
programming languages for scientific computing and 
parallel programming frameworks like MPI and Open-
MP, the center expanded its offerings to include new 
courses on GPU programming, deep learning, and arti-
ficial intelligence in 2022. This included a training col-
laboration with hardware manufacturer NVIDIA, which 
involved “bootcamp” workshops that introduced the 

use of artificial intelligence in science and offered a 
deeper dive into scientific machine learning using phys-
ics-informed neural networks. Another course held in 
partnership with AMD provided specialized instruction 
in machine learning using the company’s Instinct GPUs. 
Additional new courses at HLRS focused on program-
ming models for adapting existing codes to accelerated 
architectures, including a collaboration with INTEL fo-
cusing on oneAPI, SYCL2020, and OpenMP offloading.

Here as in many disciplines that must work together to 
prepare for the future of high-performance computing, 
adaptation is the key word, particularly as the field ap-
proaches the limits of what came before. Whether it  be 
limits on energy supplies and natural resources, the 
physical limits of a traditional CPU chip, limits in the 
ability to manage the data that HPC systems now pro-
duce, or limits in the flexibility of codes written for old-
er architectures, a wide spectrum of challenges is con-
verging in ways that are forcing HPC to evolve into 
something new and potentially even more powerful. 
Through its research and training initiatives, HLRS 
aims to be a protagonist that helps to push this trans-
formation forward. CW

number of options that hold high energy savings poten-
tial. For example, adjusting parameters and settings in 
OpenMP and MPI — two important programming para-
digms for parallel computing systems — can improve 
software performance, leading to more efficient energy 
usage. When multiple user applications are running on 
the system at the same time, system administrators 
can also track and optimize how those applications run 
in a more holistic, system-wide basis using MPI. Deter-
mining the optimal settings for such a systemic ap-
proach can be difficult, however, particularly when HPC 
systems simultaneously run many, diverse applications.

In a project called EE-HPC, HLRS is helping to develop 
and test a new approach initiated at the University of 
Erlangen-Nürnberg that aims to reduce energy con-
sumption while maximizing computational throughput. 
Using machine learning, software will dynamically set 
system parameters to optimize energy usage in hard-
ware based on the jobs and job phases that are running 
at any particular time. Bringing many years of experi-
ence as a member of the MPI-Forum, which sets stan-
dards for this widely used programming framework, 
HLRS will enable the integration of monitoring soft-
ware into the runtime environment of OpenMP and 
MPI. A graphic user interface will also offer users trans-
parent insights into the decisions the system is making 
while running their software.

In the project targetDART, HLRS is pursuing strategies 
to improve the scalability and energy efficiency of ap-
plications by optimizing load balancing. Here, the focus 
is on the programming interface OpenMP, which or-
chestrates the distribution and execution of computing 
tasks across a parallel computing system, preventing 
spikes in activity on some parts of the system while 
other parts sit idle. The challenge is that because com-
puting tasks in parallelized simulations depend on the 
output of other tasks, data must constantly be physi-
cally moved around the computer, and the time it takes 
for processors to communicate with one another can 
slow down the system. On today’s largest supercom-
puters, optimizing load balancing is extremely difficult, 
and it becomes even more challenging in hybrid sys-

tems, particularly as the scale of the entire system and 
thus the number of components to be monitored and 
optimized increases. By pursuing new strategies for 
managing task-dependencies and for monitoring and 
evaluating the performance of applications, target-
DART aims to address this problem. As a member of the 
MPI-Forum, HLRS will also distribute advances made 
during targetDART among the wider HPC community.

Digital convergence: putting the pieces together 
As supercomputers grow toward exascale, other kinds 
of digital technologies have also been evolving that 
could extend the usefulness of high-performance com-
puting far beyond the walls of the traditional HPC cen-
ter. Sensors of all kinds, for example, now collect mea-
surements that serve as the foundation of new models 
and simulations. With edge computing, computational 
tasks can be distributed to sites where data is gathered, 
making it possible to make decisions faster. Even with-
in HPC centers themselves, new workflows are needed 
to integrate simulation and data analysis, which run 
best on different computing architectures. Putting all 
of these pieces together is one major task that 
high-performance computing is currently facing.

Emblematic of the challenges of this diversifying land-
scape is a recently launched project called DECICE, 
which focuses on cloud and edge computing. Such ar-
chitectures are relevant in domains such as smart cit-
ies, industrial automation, and data analytics, where 
new applications often involve specialized hardware 
that is located close to users. Integrating these devices 
with high-performance computers like HLRS’s Hawk 
will mean ensuring low latency and high security during 
data transmission, as well as location awareness across 
the network. 

DECICE is testing new methods for unifying such dis-
tributed networks of devices with a central controlling 
cluster. HLRS scientists will use KubeEdge, a system 
derived from the open-source framework Kubernetes, 
which was designed for deploying, scaling, and manag-
ing applications in large-scale hybrid computing sys-
tems using so-called containers. DECICE will further 

In onoing projects such as 
ENRICH, DEGREE, and 

SRI DiTEnS, HLRS is 
investigating new methods 

for improving its energy 
efficiency and environ-

mental performance.
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The Future of Atmospheric Simulation: 
An Interview with Thomas Schwitalla

Dr. Thomas Schwitalla, a physicist at the University of Ho-
henheim, is a long-time user of HLRS’s high-performance 
computing systems. Using the Weather Research & Fore-
casting Model (WRF) and the Model for Prediction Across 
Scales (MPAS), Schwitalla works on weather simulations 
that have become increasingly precise in the past few 
years. Recently, he used HLRS’s supercomputer, Hawk, 
to simulate the weather of the entire Earth at an impres-
sively high resolution of just 1.5 km.

As is the case in other research fields that work with large 
simulations, global weather and climate models pose a 
challenge for high-performance computing. Data systems 
in highly parallelized computing systems must constantly 
move an enormous number of data files between compute 
nodes and storage. Even as the compute nodes in an HPC 
system get faster, this so-called “Input/Output (I/O)” pro-
cess can dramatically affect the efficiency of a simulation.

In a new project called TOPIO, Schwitalla is working to-
gether with HLRS scientists to test an approach that could 
improve the I/O of large-scale simulations. In the following 
interview, he describes the opportunities and challenges 
that the march toward exascale poses for HPC.

Why is it important to achieve such a high resolution in 
global weather and climate modeling? 

Currently there are global climate simulations that run 
at a resolution of 25 to 50 km. This is good, but they 
aren’t sufficient if you want to look at the local level. In 

the Black Forest, for example, there are a lot of moun-
tains and valleys, and a resolution of 25 km is not capa-
ble of capturing this complex topography. You also see 
this when looking at archipelagoes like in the Philip-
pines, Indonesia, or the Canary Islands, where a mesh 
size with a resolution of 25 km simply can’t represent 
smaller islands.

The hope is that higher resolution models will make it 
possible to make more accurate predictions. You can 
represent atmospheric processes in a much more real-
istic way, which can help, for example, in predicting 
tropical storms or sudden heavy rain events. Being able 
to know what is going to happen in the next 30 to 60 
days is also of great interest for agriculture, because 
farmers want to know the best time to seed or harvest. 
In one EU-funded project, researchers have conducted 
the first 40-day simulations and have shown that a 
higher resolution has a significantly positive effect on 
the prediction of precipitation.

How much data is produced in such high-resolution, global 
simulations? 

If you were to divide the entire surface of the Earth into 
1.5 × 1.5 km boxes, using MPAS you would have 262 
million cells. In the configuration I use, 75 vertical lay-
ers are also needed to simulate the atmosphere. This 
means that I have 262 million × 75 cells; that is, approx-
imately 20 billion cells. To model weather realistically, 
in every one of those cells I need to know the tempera-

Dr. Thomas Schwitalla
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the boundary layer. Another alternative is the time-
lagged ensemble, where you could start a second sim-
ulation 24 hours later (for example) and compare the 
results with those of the first. If the results converge, 
one can be more confident that the model is trust-
worthy.

Running ensemble models, however, is very computa-
tionally intensive. If I wanted to compute an ensemble 
of 10 individual models, I would need 10 times the com-
pute time and the resulting data set would be 10 times 
as large as running a single simulation. Computing pow-
er is therefore still a limiting factor. Because of this we 
are going to see a greater need for GPUs, because they 
are well suited for floating point operations and much 

ture, the air pressure, the wind, and the relative humid-
ity. In addition, you need to account for variables like 
cloud water, rain, ice, or snow. Every one of these vari-
ables has 20 billion data points that need to be saved. 
Even when computing by using single precision (a for-
mat in which floating points are saved using 32 bits 
instead of 64 bits) the resulting file is approximately a 
terabyte in size per time step in the output. When sim-
ulating 24 hours of time with one file export for every 
simulated hour, you would have 24 terabytes of data. 
For a simulation of 60 days that means 1.3 petabytes. 

Such huge amounts of data pose a challenge for data 
systems. During simulations using 10,000 or 100,000 
compute cores you run into the situation that on the 
one hand, the communication between MPI processors 
isn’t fast enough to keep up, and on the other that the 
data system cannot process the data fast enough be-
cause of the limited memory bandwidth.

In the TOPIO project you and scientists at HLRS are ad-
dressing the I/O problem. What are you planning to do? 

In TOPIO we want to investigate whether it is possible 
to accelerate the I/O of the data system by using an 
autotuning approach for data compression. Algorithms 
for data compression already exist, but they have not 
yet been parallelized for HPC architectures. We want to 
determine if such approaches could be optimized using 
MPI. Scientists from the EXCELLERAT project, which 
HLRS is leading, have developed a library for compres-
sion called BigWhoop, and in TOPIO we will apply the 
library on MPAS. The goal is to reduce data size without 
losing information by up to 70 %.

This last point is very important for atmospheric mod-
eling. What is particularly difficult is that specific vari-
ables such as water vapor, cloud water, or cloud ice are 

faster than GPUs. Many global models now use a com-
bination of GPUs and GPUs, and in the coming years we 
can expect to see more mixed systems that contain 
both GPU and GPU components.

This transformation also has consequences for how 
simulation software is programmed. One can’t just sim-
ply port the same existing code directly onto GPUs. It 
must be adapted to be able to run on GPUs. Currently 
there are a number of approaches for doing this, includ-
ing OpenACC, CUDA, and OpenMP offloading. This 
means that even scientists who are experienced in us-
ing HPC will need to adopt these new methods. It is 
great to see that HLRS has already begun addressing 
this need in its HPC training program. CW

measured in very small values. If I lose a place in a num-
ber during data compression, it can lead to differences 
in the information that comes out of a longer simula-
tion, as well as the resulting statistical analysis. The 
problem is also relevant when you compare simulations 
with satellite data. When information is lost because of 
compression it can mean, under certain conditions, that 
specific features simply go missing.

Reducing the amount of data is also extremely import-
ant for users of the information, for example in agricul-
ture or flood prediction centers. If the datasets are 
large and difficult to transfer, no one will use them. If 
the data are compressed, chances are higher that they 
will be used as a part of decision-making processes. 
Another positive side effect is that this can reduce the 
energy necessary to save and archive the data.

What are some of the next big questions in atmospheric 
modeling research, and how will HPC need to develop so 
that it is in the best position to support it? 

In the future, scientists would like to be able to better 
estimate uncertainties in their models. We see this 
need, for example, in cloud modeling. How clouds de-
velop is very important for the climate because clouds 
have a big influence on the Earth’s radiation balance. If 
the resolution of a model is coarse, it is not capable of 
representing small clouds. In some cases this can even 
mean that the radiation balance is not simulated cor-
rectly. If you use this information as part of a climate 
scenario to project what will happen in the next 100 
years, the danger is that the mistake can become large.

Ensemble simulations can help to estimate such uncer-
tainty. In multiphysics ensembles, for example, one 
might select a variety of different parameter settings 
for representing clouds or atmospheric processes at 

Dr. Schwitalla and HLRS visualization expert Leyla Kern demonstrate a visualization 
of his high-resolution global model in the HLRS CAVE.
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News 
Briefs

HLRS and BiB Win HPC Innovation Award for Pandemic Monitoring Tool 
In November, HLRS and the German Federal Institute of Population Research (Bundesinstitut 
für Bevölkerungsforschung, BiB) were named winners in the 18th HPC Innovation Awards. The 
award recognizes a simulation conceived and led by HLRS and the BiB that uses an automated, 
agent-based approach to track the progression of infection and predict demand for intensive 
care units (ICU) across Germany. The predictions are delivered weekly to the Federal Ministry 
of Health and Federal Ministry of the Interior, where they support political decision making. 
“HLRS’s collaboration with the BiB was the first time that a federal high-performance computing 
center in Germany provided such a service to the government. It demonstrates how HPC 
for global systems science can support decision makers in crisis situations,” said Dr.-Ing. Ralf 
Schneider, who contributed to the model development. Among other systems, the simulation 
was developed on a system donated to HLRS as part of the AMD COVID-19 High-Performance 
Computing Fund and was implemented on HLRS’s flagship supercomputer, Hawk. Coordinated 
by HPC market analysts Hyperion Research, the HPC Innovation Awards recognize noteworthy 
achievements by users of high-performance computing across the world. CW

HLRS Recertified for Environmental Management
Following a successful, comprehensive review by an external environ-
mental auditor in early November, HLRS was recertified under the 
Eco-Management and Audit Scheme (EMAS). Developed by the 
European Union, EMAS is the most demanding environmental 
management framework worldwide, specifying strict standards to 
improve environmental performance. In 2020 HLRS became the first 
supercomputing center to be certified under EMAS. This distinction 
reflects its implementation of a comprehensive energy and environ-
mental management plan that is now used to guide its activities — 
from the operation of its supercomputer and cooling systems, to supply chain management 
and waste management, to preservation of species diversity on its campus, and more. One 
requirement of EMAS certification is a commitment not just to fulfill legal requirements, but 
also to strive continually for improvement in environmental performance. To verify this, 
HLRS undergoes annual environmental audits and completes a more extensive recertifica-
tion process every three years. With projects including ENRICH, DEGREE, SRI DiTEnS, 
and EE-HPC, the center also continues to investigate new strategies for improving energy 
efficiency. These efforts both benefit the operation of its own systems and are helping 
to develop strategies for reducing environmental impacts in other data centers. CW

In collaboration with the 
German Federal Institute of 
Population Research, HLRS’s 
Dr. Ralf Schneider led efforts to 
implement an ICU occupancy 
prediction tool.
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New Science Minister Visits the University of Stuttgart
During her first tour of the University since beginning her term as Baden-Württem-
berg Minister for Science, Research, and the Arts, Petra Olschowski received a tour 
of the HLRS supercomputer and CAVE visualization facility. During the visit, she 
learned about HLRS’s contributions to fighting the COVID-19 pandemic, efforts to 
improve its capabilities in crisis computing, advances in climate simulation using 
HLRS’s computing resources, and the use of digital twins in cultural fields. In a press 
release following the visit, she said, “What I saw today at my alma mater was quite 
impressive and a fine example of what the University of Stuttgart stands for: Cut-
ting-edge research, supercomputing with international visibility, and industry 
collaborations that begin at the undergraduate level. I was impressed by the demon-
stration in the High-Performance Computing Center, which sets Baden-Württemberg 
apart as a leading digital region. The climate simulation there showed that digitaliza-
tion can – and will – help us better anticipate and respond to the consequences of 
human-induced climate change.” CW

HLRS Director Prof. Michael Resch 
(right) welcomed Prof. Wolfram Ressel 

(Rector, University of Stuttgart) and 
Petra Olschowski (Minister for Science, 

Research, and Art of the State of 
Baden-Württemberg) in the HLRS 

high-performance computing facility.

Hawk Helps Create First Image of Black Hole at Center of Milky Way
In a blockbuster announcement in May, an international, collaborative team 
of scientists called the Event Horizon Telescope (EHT) Collaboration re-
vealed an image that for the first time proved the existence of a black hole at 
the center of our galaxy. Among the contributors to the EHT Consortium was 
Prof. Dr. Luciano Rezzolla of the Goethe University Frankfurt, whose team 
used HPC resources at HLRS and the Leibniz Supercomputing Centre to 
create high- resolution simulations that solved the equations of general-rela-
tivistic magnetohydrodynamics (MHD) and of radiative transfer. Their results 
were then compared with observational data produced by some of the 
world’s leading astronomical observation facilities to help create the image. 
Rezzolla credited Hawk and the growing power of the Gauss Centre for 
Supercom puting’s infrastructure for enabling his team to run more models 
than was possible in the past, ultimately resulting in faster analysis. The new 
announcement followed previous work also done, in part, at HLRS to produce 
the first image of a black hole ever created in 2019. EG

Could Artificial Intelligence Replace Mozart? 
In a cooperative research effort facilitated by the 
Media Solution Center Baden-Württemberg, scientists 
at HLRS have been working alongside the Stuttgart 
Chamber Orchestra, the Hochschule der Medien, and 
the Hertz-Lab at the Center for Art and Media (ZKM) 
in Karlsruhe to explore a provocative question: Could 
an algorithm generate a unique composition that is 
indistinguishable in style from something Mozart 
might have produced? A panel discussion and concert 
at the Stuttgart Public Library on October 18 present-
ed preliminary results of this project. SKO General 
and Artistic Director Markus Korselt, Hertz Laborato-
ry leader Ludger Brümmer, and HLRS AI expert 
Dennis Hoppe considered questions concerning how 
artificial intelligence is affecting music now, and 
how its role might evolve in the future. Following the 
discussion, the audience experienced the first results 
of this machine-human collaboration, when members 
of the SKO performed several compositions generat-
ed by the team’s experiments. The event took place 
as part of a series titled “Questions for Our Colleague, 
AI,” which is sponsored by the German Federal 
Ministry of Education and Research (BMBF). HLRS is 
participating in the research effort under the auspices 
of the CATALYST project. CW

A concert and panel discussion at the 
Stuttgart Public Library considered the 

potential of AI for music composition. 
Panelists (l–r): Felix Heidenreich (IZKT), 

Markus Korselt (Stuttgart Chamber 
Orchestra), Dennis Hoppe (HLRS), 

Ludger Brümmer (Hertz-Lab, ZKM). 
 Photos: Kai Loges, © die arge lola.

Image: Event Horizon Telescope 
Collaboration.
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OpenBikeSensor Wins German Cycling Award
OpenBikeSensor (OBS), a technology initiated by HLRS research scientist Thomas Obst, 
was named a co-winner of the 2022 German Cycling Award in the Service & Communication 
category. OBS is a bicycle-mounted device that uses GPS to continuously track a cyclist’s 
location and his or her distance from nearby hazards such as moving cars. Data from these 
measurements can be uploaded to a community portal, where software integrates feedback 
from many contributors to produce a data-based map of cycling routes through a city. This 
citizen science approach reveals locations where the typical distance between cyclists and 
cars is dangerously small, providing information that cycling advocates and city planners 
can use to identify spots where additional barriers, signage, or road markings are needed to 
make cycling safe. In October, HLRS partnered with the nearby city of Herrenberg in such 
an experiment, and OBS has also been used in an HLRS project called Cape Reviso, which is 
demonstrating how urban digital twins could help to improve highly trafficked urban loca-
tions. OpenBikeSensor is conceived as an open source project, and interest has been 
growing across Germany. Plans, including the com-
plete source code, are available at www.openbike-
sensor.org, making it possible for anyone with some 
basic programming and electronics knowledge to 
build his or her own kit. CW

HLRS Hosts HPC User Forum
On October 6–7, the High-Performance Computing Center Stuttgart once again hosted the HPC 
User Forum. Organized by Hyperion Research and HLRS, the HPC User Forum brings together 
senior representatives of key HPC initiatives, internationally prominent high-performance 
computing centers, leading technology manufacturers, and other experts on new HPC, AI, and 
quantum computing technologies and applications. The event offered a survey of global HPC 
market dynamics, as well as talks and discussions on topics with broad impact, including per-
spectives on European and German HPC strategy, the latest developments at HLRS, the Jülich 
Supercomputing Centre, and the Leibniz Centre for Supercomputing; perspectives on HPC 
usage in industry; and HPC applications in the arts and culture industries. Additional topics of 
discussion included lessons being learned in the building of a balanced exascale system at 
Argonne National Laboratory and an update on the new system at the King Abdullah University 
of Science and Technology (KAUST); a survey of the state of the art in quantum computing 
around the world; and new HPC products and technologies. CW

Image: OpenBikeSensor

Journey from a global dense 
double-precision representation  
of a covariance matrix (left) to a 
hybrid compressed representation. 
Image: KAUST

Gordon Bell Award Finalists Develop Method for More Efficient Computing
A team of users of HLRS’s Hawk supercomputer was among the finalists for the Association 
for Computing Machinery’s 2022 Gordon Bell Prize. Led by Dr. David Keyes, director of 
the KAUST Extreme Computing Research Center at King Abdullah University of Science and 
Technology (KAUST) in Saudi Arabia, the researchers have been developing methods to 
increase computing performance by distinguishing between components within large 
simulations that require high precision, and those that can be calculated in a less precise 
manner. The scientists turned to HLRS’s Hawk supercomputer to prove their method’s 
effectiveness and scalability before completing the run on the world’s second largest 
supercomputer — Fugaku at Japan’s RIKEN Center for Computational Science — cited in 
the list of award finalists. Through its work, the team found that it could get a 12-fold per-
formance improvement against traditional state-of-the-art dense matrix calculations, 
and considering the large energy footprints of high-performance computers, the KAUST 
team’s algorithmic innovations could one day complement efforts to improve HPC hardware 
efficiency. Although their Gordon Bell-nominated work focused on large-scale climate 
simulations, the team has extended its approach to signal-decoding in wireless telecommu-
nications, adaptive optics in terrestrial telescopes, subsurface imaging, and genotype- to-
phenotype associations, and plans to extend it to materials science in the future. The Gordon 
Bell Prize recognizes the year’s most innovative work in computer science. EG

Dr. Rolf Rabenseifner led HLRS’s HPC 
training program until his recent retirement. 

Colloquium Honors Dr. Rolf Rabenseifner
For the thousands of scientists who have turned to HLRS for help 
in developing their high-performance computing skills, Dr. Rolf 
Rabenseifner is no stranger. Beginning in 1998, Rabenseifner has 
cultivated the growth of HLRS’s HPC training activities into 
Europe’s largest and most experienced program of its kind. His 
accomplishments have included overseeing the evolution of 
HLRS’s course curriculum, initiating “train the trainer” programs 
that have amplified HLRS’s expertise across Europe, and serv-
ing on the steering committee of the MPI Forum, the standard-
ization body for this widely used parallel programming framework. 
Rabenseifner recently retired from organizational work, but on 
May 13, 2022 he returned to HLRS as colleagues from as far away 
as Hawaii gathered for an honorary colloquium celebrating  
his numerous contributions to the HPC community. Rabenseifner 
continues to give training courses on parallel programming at 
many locations. CW
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Collaboration Agreements Renewed with Partner Universities
HLRS is globally networked, maintaining formal collaboration agreements with leading 
academic centers for high-performance computing and simulation across Europe, Asia, 
and the Americas. In 2022, the center renewed its collaboration agreements with four 
longstanding partners: the Ukrainian administration of the Donetsk National Technical 
University (DNTU) in Ukraine; Tohoku University in Sendai, Japan; the University of 
Science and Technology of China in Hefei; and the Shanghai Supercomputing Center, 
China. By extending these partnerships HLRS will continue working with the institutions 
on scientific issues of common interest, staff exchanges to promote the sharing of 
knowledge and expertise, and the organization of collaborative meetings and publica-
tions. The renewal of the collaboration with the DNTU was concluded just a few days after 
the invasion of Ukraine by Russian forces, and was announced as part of the University 
of Stuttgart’s pledge of solidarity with scientists and students at academic institutions in 
the two countries. With approximately 25,000 students, Donetsk National Technical 
University is one of the largest technical universities in Ukraine. CW

Golden Spike Awards Presented at 25th Annual HLRS 
Results and Review Workshop 
On October 4–5, 2022, scientific users of HLRS’s high-per-
formance computing systems gathered at the center and 
online to present their recent research at the annual Results 
and Review Workshop. This meeting offers an opportunity to 
learn about current applications of high-performance computing at HLRS and to discuss approaches 
for using the center’s supercomputer most effectively. Twenty-four talks and a lively poster session 
covered a wide range of topics in fields such as computational fluid dynamics, climate research, comput-
er science, chemistry and materials science, bioinformatics, structural mechanics, and physics, among 
others. At the conclusion of the meeting, the winners were named of this year’s HLRS Golden Spike 
Awards, which recognize excellence in research and the usage of high-performance computing systems. 
Representing their respective projects, this year’s Golden Spike Award winners were Anna Neuweiler 
(University of Potsdam) for “Simulating Binary Neutron Star Mergers,” Martin P. Lautenschläger (Insti-
tute of Engineering Thermodynamics, Computational Electrochemistry, German Aerospace Center, Ulm) 
for “Lattice Boltzmann Simulation of Flow, Transport, and Reactions in Battery Components,” and 
Johanna Potyka (Institute of Aerospace Thermodynamics, University of Stuttgart) for “Towards DNS of 
Droplet-Jet Collisions of Immiscible Liquids with FS3D.” CW

Media Solution Center (MSC) Joins EU Initiative to Promote Innovation  
in the Cultural and Creative Sectors 
A consortium called Innovation by Creative Economy (ICE) is one of 50 partners 
selected to join EIT Culture & Creativity, an EU-wide Knowledge and Innovation 
Community (KIC) announced by the European Institute of Innovation & Technology 
(EIT) in late June. EIT Culture & Creativity is the newest of nine European KIC’s, 
which work strategically to promote the development of new products and services, 
new companies, and training opportunities in domains that are important for Euro-
pean economic development. ICE was founded through the collaboration of arts, 
culture, and business organizations across Germany, including the Media Solution 
Center Baden-Württemberg (MSC). The acceptance of ICE into the EIT Culture & 
Creativity general assembly means that the Media Solution Center, launched in 2018 
by HLRS together with the Hochschule der Medien and Center for Art and Media 
(ZKM), will contribute to the development of this exciting new initiative at the 
national and EU levels. Matthias Hauser, General Manager of the MSC, is a co-chair 
within ICE, serving as chairman of a European platform called The Next Renaissance. 
As a founding partner of the Media Solution Center, the High-Performance Com-
puting Center Stuttgart is the only European supercomputing center participating 
in EIT Culture & Creativity. CW

Winners of the 2022 Golden Spike Awards (l–r): 
Anna Neuweiler (University of Potsdam), Martin 
P. Lautenschläger (German Aerospace Center), 

Johanna Potyka (University of Stuttgart).

Stuttgart Mayor Dr. Frank Nopper Tours HLRS
The visit on September 5 highlighted Stuttgart as a center for 
science and technology, and how HLRS’s activities and resources 
can support city planning and management. In a press release 
issued by the city following the visit, Nopper called HLRS an 
“exemplary research center for the future,” adding, “Internation-
ally recognized research takes place here in Stuttgart at the 
High-Performance Computing Center. Its high-performance 
computers support research in the natural sciences and engi-
neering in our region and far beyond its borders.” During the visit, 
scientists at HLRS introduced Nopper to projects addressing 
challenges facing the city and region. These included Cape 
Reviso, which is using virtual reality and other methods to 
address dangerous traffic situations, and Open Forecast, which 
developed methods for visualizing regional climate and air 
pollution models. Accompanying Dr. Nopper were senior repre-
sentatives of the City of Stuttgart department responsible for 
coordinating Stuttgart 21, the new Rosenstein Quarter, and future 
city planning efforts. CW

A digital twin of the City of Stuttgart 
visualizes air pollution near City Hall.
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News 
Highlights

Since 2020 HLRS has coordinated EuroCC and 
CASTIEL, a pair of projects funded by the EuroHPC 
Joint Undertaking (JU) to maximize the impact of 
high-performance computing, high-performance data 
analytics (HPDA), and artificial intelligence (AI) across 
Europe. EuroCC helped to establish national compe-
tence centers (NCCs) for HPC, HPDA, and AI in 33 Eu-
ropean nations, each of which completed a national 
HPC competency audit and has become a central con-
tact point for the HPC communities in their home coun-
tries. Simultaneously, CASTIEL has enhanced the im-
pact of EuroCC by implementing common standards 
and facilitating international collaboration and knowl-
edge exchange across the NCC network. These efforts 
aim to raise the quality of HPC services continent-wide, 
including regions where usage of high-performance 
computing has been slower to develop. CASTIEL has 
supported numerous training, mentoring, twinning, and 
workshop activities, and through a web portal called 
EuroCC Access has created a gateway for representa-
tives of industry, public administration, and academia 
to find the HPC expertise and resources they seek.

In September, HLRS organized the first EuroCC all-
hands conference in Bečići, Montenegro under the mot-
to “Uniting Competencies for a Stronger Europe.” Gath-
ering representatives of 32 of the 33 EuroCC nations, 
the meeting offered an opportunity to reflect on the 
successes of the projects thus far, share insights and 
best practices, start new collaborations, and plan for 
the second phase of the projects, beginning in early 
2023. 

Throughout the conference, discussion returned re-
peatedly to the question of what the NCCs can do to 
promote usage of HPC in new communities. As several 
speakers explained, this will require that the NCCs con-
duct outreach, communicate effectively with industry, 
present relevant success stories that demonstrate the 
potential value of HPC, and provide the training and 
user support they will need to use HPC effectively.

In a keynote address, JU Executive Director Anders 
Dam Jensen discussed the role of EuroCC and CASTIEL 
in the context of Europe’s HPC strategy. “The NCCs are 

EuroCC and CASTIEL Advance Toward 
Second Funding Phase

Building on successful efforts to establish and facilitate collaboration among national 
competence centers for HPC, HLRS organized the projects’ first all-hands conference and 
prepared to start their second funding phase.

EuroCC Project Coordinator  
Dr. Bastian Koller welcomed attendees  

to the conference, providing an overview  
of the project’s goals and accomplishments. 

Photo: Slaven Vilus
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one of our most important projects,” he remarked, sug-
gesting that increasing understanding of high-perfor-
mance computing will increase European technological 
independence and lead to new applications with EU-
wide benefits. 

Daniel Opalka, who leads the EuroHPC Joint Undertak-
ing’s Research and Innovation Sector, also commented 
on the unique role of EuroCC in within the overall JU 
strategy. “The network of national competence centers 
is … not only one of the largest projects, it’s also one of 
the most comprehensive and inclusive European proj-
ects that the JU currently manages,” he said. “We reach 
with the national competence centers an unprecedent-
ed number of communities to support the adoption of 
HPC, in particular in SMEs that are notoriously difficult 
to approach.” 

In the next project phase CASTIEL 2 will move beyond 
working only with the NCCs to coordinate strategic col-
laboration among the EU-funded Centres of Excellence 
(CoEs). In contrast to the NCCs, which bundle compe-
tences on a regional level, the CoEs gather expertise by 
sector (such as engineering or biology) and conduct re-
search to adapt important computing codes for future 
exascale systems. 

Integrating the CoEs and CASTIEL 2 will help to ensure 
that collaboration between CoEs and NCCs happens in 
a more direct way, and that awareness of the technical 
achievements of the CoEs is disseminated Europe-wide, 
increasing their application within research and indus-
try. CASTIEL 2 will also support the release of the CoEs’ 
enhanced HPC, AI, and data analytics applications on 
the next generation of EuroHPC petascale, pre-exas-
cale, and exascale supercomputers, leveraging the 
reach of the EuroCC network to ensure that HPC users 
across Europe can access and profit from them. CW

In a panel discussion, participants reflected on the 
importance of EuroCC for European HPC strategy. 
L–R: Natalie Lewandowski (HLRS), Tomas Karasek 
(IT4I), Daniel Opalka (EuroHPC Joint Undertak-
ing), Espen Flage-Larsen (University of Oslo), 
Milena Miljonić (Ministry of Science and 
Technological Development, Montenegro), Guy 
Lonsdale (scapos AG). Photo: Slaven Vilus

EuroHPC Joint Undertaking Executive 
Director Anders Dam Jensen provided an 
overview of European HPC strategy. 
Photo: Slaven Vilus

Virtual Reality Supports Transition 
to Renewable Energy

HLRS created a digital twin of the ElbX tunnel, a critical component of SuedLink that 
will transport green energy to southern Germany.

HLRS has been a partner in a major engineering project 
that is supporting Germany’s energy transformation. 
Working with energy transmission system operator 
TenneT and architectural firm Kieferle & Benk, a team 
led by HLRS Visualization Department Head Dr.-Ing. 
Uwe Wössner created a digital twin of the so-called 
ElbX tunnel. The structure is a critical component of 
SuedLink, which according to project leaders TenneT 
and TransnetBW will transport 4 Gigawatts of power 
underground over a distance of nearly 700 kilometers 
from northern Germany to the south. The ElbX tunnel, 
the largest special structure in the SuedLink project, 
will cross under the Elbe with a length of more than 5 
kilometers. 

The digital twin of ElbX developed at HLRS integrates 
computer aided design (CAD), BIM, Geographic Infor-
mation Systems (GIS), and simulation results into an 
immersive environment that can be displayed in HLRS’s 
CAVE visualization facility. Over the course of several 
months, experts involved in the tunnel’s planning visit-

ed HLRS. Wearing 3D glasses they can navigate through 
a detailed, realistic representation of the structure to 
observe, for example, plans for power transmission line 
routing, safety infrastructure, lighting, or ventilation. 
Throughout this process, the realism of the model and 
the interdisciplinary discussions it enabled improved 
the project team’s ability to understand the project, ad-
here to the budget and project timeline, and achieve 
the goal of designing a high-quality structure. The proj-
ect partners anticipate that even after building begins, 
the digital twin will continue to be a valuable resource 
in construction planning and management.

“HLRS’s contributions to ElbX demonstrate how useful 
virtual reality and digital twins can be in planning com-
plex engineering projects,” said Wössner. “HLRS has 
been excited to contribute to this undertaking, and ul-
timately to support efforts that will help Baden-Würt-
temberg and Germany to meet climate and sustainabil-
ity goals.” CW

A detailed 3D model of the ElbX 
tunnel in virtual reality makes it 
easier for engineers, architects, 
and other specialists to plan all 
aspects of the structure’s design 
and construction.
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The value of high-performance computing tools lies not 
in the technologies themselves, but in how they are 
used to help solve society’s challenges. In several 
events in 2022, representatives of HLRS organized 
and participated in public events to raise awareness of 
the supercomputing center and understanding of some 
of these applications.

In March, HLRS’s Dr. Karin Blessing led an online sem-
inar in which more than 60 participants from across the 
region and across Germany learned how digital twins 
can support planning in cities and communities. “Digital 
planning is an area of great concern in many areas,” 
Blessing said, “and whether it be developing large-scale 
city plans, redesigning a public square, or addressing 
traffic congestion, modern approaches using simula-
tion and virtual reality offer an excellent way to help 
understand and discuss the potential effects of plan-
ning decisions.”

Blessing also represented HLRS in the Baden-Würt-
temberg Society’s “Society and Nature” roadshow, a 
traveling event organized in the summer to promote 
public dialogue concerning nature, species conserva-
tion, climate, and sustainability. At a demonstration 
booth in central locations in five cities across the state, 
HLRS met local residents and public officials to discuss 
the supercomputing center’s sustainability efforts, and 
to show how research using HPC is helping the devel-
opment of more sustainable technologies and commu-
nities. 

As a participant in the Stuttgart Festival of Science in 
late June, HLRS presented “Digital Twins in Action“ at 
the Stuttgart City Hall. The demonstration covered a 
range of topics, including BIM (Building Information 
Management), privacy-compliant traffic recording, cli-
mate simulation, and the use of mobile sensors in traf-
fic simulation. 

In September, HLRS also took part in Stuttgart’s sec-
ond “Mobility Week,” a city-wide event focused on sus-
tainable transportation. In a booth at the city’s vibrant 
Marienplatz, the center’s visualization team presented 
a digital twin of the location that it has been developing 
within the project Cape Reviso. Stuttgart Mayor Frank 
Nopper kicked off the festival with a visit to the HLRS 
booth, and local residents learned how research meth-
ods developed by HLRS scientists could help reduce 
conflicts between cyclists and pedestrians. CW

Community Outreach Demonstrates 
Uses of HPC for Sustainability and City 
Planning

In several public events, HLRS met with interested citizens, public officials, city planners, 
and community leaders to discuss supercomputing and its applications.

The German state of Baden-Württemberg is home to a 
large and economically robust medical technology 
community, but has typically made limited use of sim-
ulation, machine learning, or artificial intelligence on 
high-performance computing (HPC) systems. To ex-
plore what opportunities they could offer, HLRS this 
year launched a new Medical Solution Center called 
CASE4Med. With the support of a five-year grant from 
the Baden-Württemberg Ministry for Science, Research 
and the Arts, HLRS — in cooperation with the Innovation 
and Research Center Tuttlingen of Furtwangen Univer-
sity and SICOS BW GmbH — will build on a model that 
HLRS has implemented in the past to provide industry- 
specific HPC solutions. 

CASE4Med is creating a network that brings together 
stakeholders from Baden-Württemberg’s medical tech-
nology community and experts in the development of 
IT-based and data-driven approaches for medical ap-
plications. Participants will determine what kinds of 
HPC-based solutions could most benefit the communi-
ty and what resources and skills are needed to make 
them a reality. By cultivating contacts and completing 
pilot projects that demonstrate relevant applications, 
CASE4Med aims to become a self-sustaining member-
ship organization by the end of the grant period.

As in other engineering fields, simulation could offer 
medical device companies tools that make the devel-
opment and testing of new products faster and less ex-
pensive. Simulation could be used, for example, to as-
sess the suitability of materials or components for 

medical instruments and implants, to optimize the de-
sign of electronic and software components, to extend 
medical devices’ lifetime performance, or to address 
safety regulations. New applications of data collection 
and analysis could also provide insights into production 
or quality control processes, or support the data-driven 
development of new products or business models. 

Prof. Dr.-Ing. Martin Haimerl, Scientific Director of the 
Innovation and Research Center Tuttlingen, foresees 
great potential in CASE4Med. “In the medical technol-
ogy sector, use of simulation and high-performance 
computing is uncommon and will need to be built up in 
a systematic way,” he explained. “The collaborative net-
work that the Medical Solution Center plans to build 
could take medical technology across the state to a new 
level.” CW

CASE4Med Will Bring Supercomputing 
to the Medical Technology Industry

A new Medical Solution Center will improve access to simulation, data analytics, and 
artificial intelligence resources for developers and manufacturers of medical products.

Simulation and artificial intelligence could 
revolutionize how Baden-Württemberg’s medical 
technology community develops and tests devices 
and pharmaceuticals. Image: Marcel Scholte, 
Unsplash.
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tion has other requirements that can be best addressed 
using a supercomputer like Hawk. 

“We have a small computing cluster that is sufficient 
for many traditional aerodynamics simulations, but 
aeroacoustic simulations require more performance,” 
Lucius explained. “We need to use a very fine compu-
tational mesh and other kinds of modelling approaches 
in order to resolve small turbulent structures. This can 
quickly use up more than 10,000 CPU hours, requires 
highly paralleled hardware, and takes too long on 
our own systems. In situations like these having access 
to HLRS’s supercomputer helps us to get our results 
much faster.”

Simulation complements measurement in 
localizing sources of noise 
Before being sold on the market, ebm-papst’s fans 
must undergo rigorous testing. This includes experi-
mental studies conducted in a wind tunnel at the com-
pany’s Mulfingen headquarters. In addition to perform-
ing standardized measurements of noise performance 
the engineers use an array of highly sensitive micro-
phones, a so-called “acoustic camera”, to determine lo-
cations on the rotating fan blade where noise is pro-
duced. The system is very helpful during product devel-
opment, but requires that many sophisticated, 
expensive microphones be placed around the laborato-
ry. In an aeroacoustic simulation, however, little addi-
tional work is required to place as many virtual micro-
phones in space as needed. This approach improves the 
quality of the team’s ability to localize sources of noise.

When modeling a spinning fan, the engineers use de-
sign data about the machine and computationally sub-
divide the area surrounding it into a fine-grained mesh. 
Using commercially available software, they then cal-
culate how air moves in each of those cells over time. 
Based on physical principles, the simulations help the 
engineers to identify locations where unwanted turbu-
lence or fluctuations in air pressure might be occurring. 
In both situations, pressure waves are produced in air 
that the human ear perceives as sound.

At ebm-papst, aeroacoustic simulation is used in an it-
erative way as a complement to experiments. When a 
new fan is in development, simulations can provide ear-
ly information that make it easier for engineers to ar-
rive at quieter designs more quickly. At the same time, 
data generated by experiments can be used to validate 
and improve the precision and trustworthiness of com-
putational models. 

This approach has also helped the company in optimiz-
ing its standards testing site. During laboratory tests 
tones are measured together with a fan’s blade repeti-
tion frequency and multiples thereof. In theory, the 
generation of tones should not be significant for undis-
turbed wind tunnel flow. In one case, however, the mea-
surement identified an unexpected sound. When Lucius 
ran a simulation on Hawk that accounted for the fan and 
the surrounding laboratory, it clearly identified the 
source of the noise as a turbulence structure located 
above the fan that was being produced by the interac-
tion between moving air and the wind tunnel’s sound 
insulation panels. When compared with experimental 
data captured by the microphone array, the technicians 
confirmed the results of the simulation, and changed 
the shape of the insulation panels to eliminate the 
tones. In the standardized noise performance measure-
ment the level of the tones could be reduced by up to 
10 dB and the level of acoustic power by up to 1 dB(A).

For the company, the lower cost of using HLRS’s sys-
tem in comparison to commercial cloud providers is 
showing economic benefits. “Whenever we conduct an 
experiment we need to build a prototype, operate the 
wind tunnel, and make measurements. All of those 
things cost time and money,” Lucius explains. “As the 
precision of aeroacoustic simulations gets better, this 
approach has enormous potential to save money and 
speed up the development process.”

Future directions for simulation in engineering 
Lucius anticipates that new methods and access to 
larger and more diverse kinds of HPC systems could 
open new opportunities for R&D at ebm-papst. 

HPC Helps in Design of Quieter 
Fans and Motors

Air flow in the simulation of a ventilation device 
with two radial fans. Image: ebm-papst

Engineers at manufacturer ebm-papst run aeroacoustic simulations on HLRS’s Hawk 
supercomputer to accelerate product design.

Nestled in a small town in the scenic Jagst river valley 
in northern Baden-Württemberg, ebm-papst is one of 
the world’s leading manufacturers of high-quality ven-
tilation fans and electric motors. Its industrial clients 
include manufacturers of heating, air conditioning, and 
refrigeration systems, and the company’s products can 
be found worldwide.

Because so many of ebm-papst’s products are used in 
locations that are in close proximity to people, one fo-
cus at the company is the development of low-noise 
fans. As part of this R&D effort, the company has turned 
to the High-Performance Computing Center Stuttgart 

(HLRS) for access to high-performance computing 
(HPC) resources. Using the center’s flagship supercom-
puter, Hawk, ebm-papst engineers run high-resolution 
aeroacoustic simulations that help them to gain a deep-
er understanding of the complex mechanisms that give 
rise to noise.

Supervising this work is Dr. Andreas Lucius, an engineer 
in ebm-papst’s pre-development department who eval-
uates and develops new computational methods for 
aeroacoustic simulation. Although the company has 
used simulation to model aerodynamics on its in-house 
compute cluster for many years, aeroacoustic simula-
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Providing customized solutions for manufacturers is al-
ready a hallmark of the company, and when a customer 
is interested in building one of its fans into a specific air 
conditioning unit, for example, it is possible to test a 
prototype experimentally in the wind tunnel. In such 
complex systems, however, simulation is currently very 
computationally expensive. “Here we’re no longer 
talking about 10,000 CPU-hours, but more like 100,000 
CPU-hours,” Lucius says. “These are situations that are 
very interesting and we are currently searching for 
methods that could reduce computing time even for 
such complex cases. Our goal is not only to be able to 
analyze the aeroacoustics of such complex installation 
cases, but also to optimize them mathematically using 
many simulation runs.”

Lucius computes primarily on CPUs, the traditional 
workhorse processors for HPC simulation. With the 
growing availability of GPU-enabled flow solvers, it will 
be possible to perform calculations faster in the future. 
One relevant approach is the lattice Boltzmann meth-
od, which is well suited to GPUs because of the proces-
sors’ architecture. As such methods become more ma-
ture, they could open new opportunities for modeling 
complex aeroacoustic systems. GPUs also offer the 
added benefit of using significantly less energy in com-

Visualization of flow structures in the wind tunnel using vorticity. 
Image: ebm-papst

A microphone array used to experimentally 
localize sources of noise in the wind tunnel at 
ebm-papst. Photo: ebm-papst

parison to traditional CPUs, a factor that is also impor-
tant for ebm-papst.

In addition, Lucius sees possibilities in the new field 
of  artificial intelligence. “Through our experiments, 
ebm-papst has accumulated measurements of all 
kinds, including fluid dynamics, aeroacoustics, electric, 
and thermal data,” he said. “The question we are con-
sidering now is how this data could be leveraged for the 
future.” Here, too, access to high-performance comput-
ing could be helpful, as algorithms using neural net-
works could perform data analyses that enable faster 
evaluation of designs during product development. AI 
could also make it possible to run large numbers of op-
timization simulations, an approach that is currently 
computationally expensive using CPU-based systems.

Although it will take time for such methods to develop, 
these perspectives suggest that high-performance 
computing will continue to provide critical tools for 
 pioneering companies working at the frontiers of engi-
neering. CW

New HLRS Steering Committee 
Begins Term

A multidisciplinary panel of advisors will help to shape the center’s continuing evolution.

Comprised of members of the center’s user community 
and other experts in the field of high-performance com-
puting and its applications, the HLRS steering commit-
tee provides guidance and advice regarding the cen-
ter’s activities. This includes overseeing system usage, 
setting policies concerning computing time allocations, 
and participating in decision-making in the selection of 
hardware and software, among other duties.

At its first meeting in October, the steering committee 
elected Prof. Dr. Thomas Ludwig, Director of the Ger-
man Climate Computing Center, as the committee 
chair. Prof. Dr. Peter Bastian, Group Leader for Scien-
tific Computing at the University of Heidelberg, was 
elected vice chair. They will serve for a three-year term.
CW 

The following are the members of the new HLRS Steer-
ing Committee.

Chair
Prof. Dr. Thomas Ludwig
German Climate Computing Center

Vice Chair
Prof. Dr. Peter Bastian
University of Heidelberg

Steering Committee Members
Prof. Dr. Andrea Beck 
University of Stuttgart
Prof. Dr. Andreas Frommer 
University of Wuppertal
Prof. Dr. Lars Pastewka
University of Freiburg
Prof. Dr. Roland Potthast 
German Weather Service
Prof. Dr. Kira Rehfeld
University of Tübingen
Prof. Dr. Anita Schöbel 
Fraunhofer Institute for Industrial Mathematics, ITWM

Prof. Dr.-Ing. habil. Jörg Schröder 
University of Duisburg-Essen
Prof. Dr. rer. Nat. Miriam Schulte
University of Stuttgart
Prof. Dr. Birgit Strodel
Heinrich Heine University Düsseldorf
Prof. Dr. Volker Wulfmeyer
University of Hohenheim

Members of the new HLRS steering committee (l–r):  
Andrea Beck, Roland Potthast, Kira Rehfeld, Miriam Schulte, 
Anita Schöbel, Thomas Ludwig, Andreas Frommer,  
Peter Bastian, and Volker Wulfmeyer.  
(Not pictured: Lars Pastewka, Jörg Schröder, Birgit Strodel).
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The European Union’s Climate Target Plan and Germa-
ny’s Climate Change Act have set ambitious goals for 
reducing greenhouse gas emissions in Europe. For 
these efforts to be successful, one focus needs to be on 
reducing emissions that result from the heating of 
buildings, which is responsible for approximately one-
fifth of greenhouse gas emissions and consumes about 
one-third of electricity in Germany. 

palities and stakeholders, the technical, economic, and 
social dimensions of this effort pose major challenges.

A new, multidisciplinary research initiative launched by 
the University of Stuttgart aims to support communi-
ties and relevant stakeholders in making this transition. 
The Stuttgart Research Initiative (SRI) DiTEnS (Discur-
sive Transformation of Energy Systems) will unite 
HLRS researchers with scientists at the University of 
Stuttgart to develop methodologies and technologies 
for planning energy transformation. Using modern al-
gorithms based on artificial intelligence and scientific 
visualization, it will support discursive processes that 
bring together stakeholders needed to implement en-
ergy transformation at the local level.

SRI DiTEnS is funded in part by a six-year grant from 
the Carl Zeiss Foundation (CZS) as part of its CZS 
Breakthroughs Program in Resource Efficiency and Fu-
ture Energy Systems. The University of Stuttgart will 
contribute additional funding, and will establish a per-
manent research initiative and a graduate education 
program in the field. Prof. Kai Hufendiek of the Univer-
sity of Stuttgart’s Institute of Energy Economics and 
Rational Energy Use (IER) will serve as spokesperson 
for the project.

In the first steps undertaken in SRI DiTEnS, University 
of Stuttgart researchers will develop methods for effi-
ciently investigating complex conditions in streets-
capes and neighborhoods, and will help to identify cus-
tomized, climate neutral options for energy transfor-
mation in these locations. From the regional level down 
to individual buildings, the approach will help to deter-
mine what opportunities community leaders, property 
owners, and other stakeholders might have for utilizing 
renewable energy; improving energy efficiency; making 
use of intelligent networks, available waste heat, elec-
tromobility, and energy storage technologies; and im-
plementing a more flexible approach to managing en-
ergy demand.

Scientists in HLRS’s Visualization Department led by 
Dr. Uwe Wössner will use the results of these models to 

Increasing efficiency in buildings and shifting to renew-
able energy sources for modern heating infrastructures 
are not just technological challenges, but also commu-
nity-based activities. Many different kinds of stake-
holders — including energy providers, homeowners, 
renters, the building trades, heating technology manu-
facturers, and others — each have perspectives and in-
terests that need to be considered. For many munici-

develop digital twins of building and energy systems 
within their urban contexts. When simulated in virtual 
reality in a 3D visualization facility like the HLRS CAVE, 
digital twins make it easier to demonstrate complex 
systems such as a town’s energy and building infra-
structure. This can help stakeholders to understand, for 
example, how changes implemented at a specific loca-
tion or within a complete system will affect buildings, 
neighborhoods, or city districts, including their net-
worked operation within the complete system.

With expertise of Center for Interdisciplinary Risk and 
Innovation Studies (ZIRIUS) Director Prof. Cordula 
 Kropp, DiTEnS will also use perspectives from the 
 social sciences to develop recommendations for a suc-
cessful energy and heat transition together with the 
various stakeholder groups. These efforts will be crucial 
for the success of energy-saving measures. The project 
will promote interdisciplinary dialogue to reduce con-
flict among participants with differing requirements 
and promote shared perspectives.

The University of Stuttgart has set itself the goal of be-
coming climate neutral by the year 2030. To support 
this transformation, DiTEnS will begin with a study to 
comprehensively understand the university’s energy 
and building infrastructure, and to recommend poten-
tial steps that could be taken. Among the questions the 
investigators will consider will be how excess heat gen-
erated by HLRS’s supercomputer could be reused to 
heat other buildings. 

Using the knowledge gained, DiTEnS will also conduct 
additional case studies, working with communities sur-
rounding Stuttgart and across the state of Baden-Würt-
temberg to investigate other strategies for sustainable 
transformation of urban energy systems, and for using 
digital twins within participatory planning processes. 
Ultimately, the researchers look forward to helping to 
accelerate Germany’s energy transformation and en-
hance its ability to realize its climate and sustainability 
goals. CW

Stuttgart Research Initiative  
Will Support Energy Transformation 
in Local Communities

As a participant in the Stuttgart Research Initiative DiTEnS, HLRS will use digital twins to 
improve the processes needed to make urban energy systems climate neutral.

Within the DiTEnS project, the HLRS visualization team will enhance 
its digital twin of the University of Stuttgart to help identify strategies 

for making the campus carbon neutral.



38 HLRS ANNUAL REPORT 2022 HLRS ANNUAL REPORT 2022 39

The tendency of individuals to believe and act on bad 
information is nothing new. The rise of social media and 
its effects on the polarization of public opinion, how-
ever, have made the need to understand why this hap-
pens more urgent than ever. With support from the 
Baden-Württemberg Ministry of Science, Research and 
the Arts, the HLRS Department of Philosophy of Com-
putational Sciences has been researching how to as-
sess and improve the trustworthiness of information. In 
a three-day, international conference titled “Trust & 
Disinformation” HLRS invited researchers to Stuttgart 
to explore how disinformation — together with other 
technological, sociological, institutional, and political 
factors — can both lead to mistaken trust in false infor-
mation and damage the shared sense of trust neces-
sary for society to function.

As several conference speakers pointed out, an in-
creasingly complex information landscape has resulted 
not only in a proliferation of false information, but also 
in a crisis of trust. Confusion and disagreement con-
cerning fundamental facts make public conversation 
and decision making difficult. Moreover, speakers ex-
plained, the tendency of an individual to believe disin-

formation is not purely a result of social media algo-
rithms, but results from a complex set of factors includ-
ing individual beliefs and cognitive processes, social 
relationships, education, and even pattern-seeking 
functions in the brain. Countering disinformation suc-
cessfully will require a more refined understanding of 
how these and other factors interact.

Several speakers at the conference also discussed the 
potential advantages and feasibility of measures for 
fighting the spread of disinformation. Some proposals 
include media literacy campaigns, web plugins that rate 
trustworthiness or facilitate fact checking, algorithms 
for deleting disinformation from the web, or even 
crowdsourcing alerts of disinformation. Although such 
measures sound attractive and some might even be 
technically feasible, conference participants repeated-
ly returned to a critical problem that calls their desir-
ability into question: Who should have the authority to 
distinguish “good” information from “bad” informa-
tion? This political question raises a host of issues con-
cerning regulation of individual rights and free will, and 
presents new challenges with respect to legitimacy and 
trust. CW

Building Trust in the Face  
of Disinformation

A conference organized by HLRS explored the origins and nature of disinformation, its 
effects on public opinion, and potential strategies for fighting against it.

The spread of misinformation,  
disinformation, and malinformation has 

created a widespread sense of what  
scientists call epistemic uncertainty.

Combining HPC with Computers 
in Wind Farms 

A new research project called WindHPC will test strategies for making high-performance 
computing systems, software, and workflows more energy efficient.

In partnership with several German academic research 
centers and WestfalenWIND IT GmbH & Co KG | wind-
CORES, HLRS is coordinating a new research project 
that, for the first time, will combine computing infra-
structure located at wind energy generation sites with 
a high-performance computing center. The project 
aims both to use surplus energy produced at wind 
farms efficiently and to increase the amount of green 
energy used in computationally demanding research.

WindHPC will pursue a holistic strategy focusing both 
on hardware and other elements of the problem-solv-
ing process that affect energy efficiency in simulations. 
This means looking closely at how compute tasks are 
assigned within a distributed computing architecture, 
how data resulting from a simulation are managed, and 
how simulation algorithms are chosen. At all of these 
levels, WindHPC will monitor power consumption and 
performance metrics as a basis for cost-benefit analy-
ses that could improve sustainability in HPC.

Computer scientists at HLRS will optimize the work-
flows necessary to move and store data when distrib-
uting a simulation across networks, such as one com-
bining an HPC center with compute clusters at wind 
parks. Working with project partners, they will also de-
velop new methods for using performance data to guide 
the auto-tuning of algorithms and intelligent schedul-
ing of a simulation, in order to reduce power consump-
tion. At the cluster level, WindHPC will study system life 
cycle management and the effect of fluctuations in 
power production capacities resulting from, for exam-
ple, changing wind conditions.

As use cases, the project will focus on HPC applications 
for process engineering in the chemical industry. These 
applications will be developed into digital twins, and the 
WindHPC team will investigate the power consumed in 
the visualization of scientific results. By setting perfor-
mance benchmarks and conducting cost-benefit anal-
yses of simulation methods, researchers also aim to 
better understand when to use an approach called “ap-
proximate computing,” which balances the need for 
precise scientific results with the demand of using as 
little energy as necessary. The results could help to be-
gin answering important questions facing the future of 
HPC: Is the knowledge acquired from certain kinds of 
simulations commensurate with the energy they con-
sume? In what situations could smaller-scale, less pre-
cise, and less energy-intensive algorithms and simula-
tions still deliver scientists the information they need? 

WindHPC is funded by the German Federal Ministry of 
Education and Research (BMBF) as part of its Green-
HPC initiative.  CW

WindHPC will for the first time connect computers 
located at a wind park with an HPC center. 

Image: iStock.com / ezypix
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HLRS by Numbers

138 Staff

26 Papers in Journals, Books,
and Conference Proceedings

Education and Training

Third-Party Funds

6,534,118 €

57

2 Visiting Researchers

718 
Vistors at HLRS

 2.887billion 
Core Hours Produced

130 
User Projects 

66 
Industrial Customers 176 

User Publications

 99 Scientists

 34 Nonscientists

 2 Student Assistants

 3 Research Assistants

 EU 40 %
 State Gov. 39 %
 Federal Gov. 11 %
 DFG 9 %
 Industry 1 %

System Usage

Staff  Publications

Talks by  
HLRS Staff

54
Continuing Education 

Courses

 

8
Scientific Workshops

17
University Lectures

1,416 Participants

140 Course-Days

391 Participants

13 Days

963 Participants

37 SWS

4 Books

Correction, system usage (November 2023): In 2022, 2.887 billion core-
hours were approved for large-scale projects on HLRS systems. A total of 
4.364 billion core-hours were utilized by GCS and PRACE projects. The total 
usage, including academic and industry users was 4.639 billion core-hours.
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In 2015, astrophysicists, astronomers, and astrophiles 
celebrated an exciting development. For roughly 100 
years, researchers had hypothesized the existence of 
gravitational waves — waves of gravity in space-time 
caused by large, violent events in the cosmos such as 
supernovas or neutron star mergers — but had never 
seen direct evidence confirming their existence. When 
the Laser Interferometer Gravitational-Wave Observa-
tory (LIGO) in the United States definitively detected a 
gravitational wave event, researchers set out to build 
on this finding to advance astrophysics research.

“Since 2015, we’ve seen about 100 gravitational wave 
events. This kind of research is extremely new, and it 
has a huge potential for additional inputs that we can’t 
currently get through other observations,” said Prof. 
Tim Dietrich, researcher at the University of Potsdam. 
Since that time, Dietrich and his research group have 
been using high-performance computing (HPC) re-
sources to simulate cosmic phenomena that produce 
gravitational waves. Specifically, the team has been us-
ing the High-Performance Computing Center Stutt-
gart’s Hawk supercomputer to simulate what happens 
when binary neutron stars collide. Over the last three 
years, the team has made significant strides modelling 
these complex celestial events in unprecedented detail, 
and simulations on Hawk have contributed to more 
than a dozen scientific journal articles in the process, 
including publications in the leading journals Nature and 
Science.

Come together
Neutron stars are essentially the fossil relics of massive 
stars that have reached their ends. When stars run out 
of fuel, they start to collapse before their outer layers 

expand explosively outward in a supernova. These mas-
sive events not only produce gravitational waves, but 
also project heavy elements and other materials across 
the universe. The remaining material cools (relatively 
speaking) to a brisk 1,000 degrees Celsius and further 
consolidates, becoming an ultra-dense neutron star. 
(The name comes from the fact that after a supernova, 
heavy neutrons comprise the bulk of the remaining ma-
terials.) If two of these objects drift too close to one 
another, strong gravitational pull causes them to 
merge, forming a much larger neutron star or creating 
a black hole in the process.

Astrophysicists can detect neutron star mergers 
through their observational signatures, such as gravi-
tational waves. To complement these methods, scien-
tists also simulate these events using supercomputers. 
This makes it possible to understand at a fundamental 
level how these events produce gravitational waves and 
electromagnetic signals, and eject materials across the 
universe. 

To do that, though, researchers need to have a reliable 
model that can accurately represent the complex phys-
ics interactions taking place at a wide variety of scales 
within these massive systems. This requires world-lead-
ing HPC resources, and even today’s most powerful 
machines cannot completely simulate these events 
from first principles. For Dietrich and his collaborators, 
this has meant finding ways to improve computational 
efficiency without sacrificing realistic physics in their 
simulations.

For the team, simulating neutron star mergers realisti-
cally means including so-called multi-messenger 

When Stars Collide

With the help of new observational data of gravitational waves and electromagnetic 
signatures, University of Potsdam researchers are using supercomputers to understand 
binary neutron star mergers.

User 
 Research

Simulation of a neutron-star–black-hole coalescence in which the neutron star is tidally 
disrupted during the merger. Image: T. Dietrich (Potsdam University and Max Planck 

Institute for Gravitational Physics), N. Fischer, S. Ossokine, H. Pfeiffer (Max Planck 
Institute for Gravitational Physics), S.V. Chaurasia (Stockholm University), T. Vu
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physics information. As the name implies, multi-mes-
senger physics collates information describing multiple 
physical phenomena to get a more comprehensive pic-
ture of materials’ behaviors at a fundamental level. 
Measurements of features including photons (light), a 
mysterious class of elementary particles called neutri-
nos, high-energy cosmic rays, and gravitational waves 
provide valuable, detailed information for researchers 
at both small and large scales, but are very difficult to 
integrate into a single simulation that accurately rep-
resents the entire system. “We need to perform 5,000 
operations for the evolution of a single point in our 
computational grid,” said Anna Neuweiler, a PhD candi-
date in Dietrich’s group and collaborator on the project. 
“Of course, our grid is comprised of many points, so for 
even just one time evolution, we need a lot of capacity 
to compute and solve our equations.”

Using Hawk, the team has been able to get closer to an 
accurate simulation of neutron star mergers based on 
first principles by selectively lowering the resolution 
of portions of its simulation that are less pertinent to 
the research. In addition, the researchers compare 
multi-messenger physics data in their simulations with 
complementary heavy-ion collision experiments being 
run at specialized experimental facilities on Earth. This 
combined approach has enabled the team both to ad-
vance the state of the art in researching binary neutron 
star mergers and to create a reliable application that 
they hope to enrich with even more first-principles 
physics calculations in the years to come. While the 
team has run larger simulations on other systems, ac-
cess to Hawk laid the foundations for their successful 
simulation approach in the recent past.

“I don’t point to one big accomplishment in our work, 
because all these developments aim at getting a better 

understanding of the physics. This means that even sim-
ulations that move incrementally are still necessary, 
and might become even more important down the line. 
It is more like a marathon than a sprint,” Dietrich said.

Turbulence ahead
Having successfully improved its code’s computational 
efficiency, the team is now focused on ways to include 
even more detail in its simulations. As part of her PhD 
research, Neuweiler has begun including first-princi-
ples magnetic field calculations in the team’s code, 
leading to a significant increase in computational de-
mands. “Understanding the role that magnetic fields 
play is mostly important for simulating what happens 
after neutron stars merge so that we have a more ac-
curate description of how matter flows,” she said. “We 
would like to gain a more accurate description, and in 
principle we have additional equations and variables 
that we can use, but it will be more computationally ex-
pensive than what we are currently doing.”

Dietrich also indicated that in the future the team would 
like to include accurate descriptions of turbulence at 
the smallest scales of their simulations, as well as de-
tails about neutrino physics that are becoming avail-
able as astrophysicists learn more about these myste-
rious particles. Researchers are also looking forward to 
the next predicted binary neutron star merger obser-
vation run in May 2023, and another one in 2026. With 
each new event the team will gain access to valuable 
observational data, enabling them to refine their simu-
lations further. “There will be a lot of instances where 
we can use our simulations to interpret things better, 
and we need the resources to do the analysis of the 
computational data,” Dietrich said. “So, one thing is for 
sure — we will definitely not be asking for less compu-
tational time moving forward.” EG

Simulation of two merging neutron stars, each 
with a mass of 1.35 solar masses. From red to blue, 
increasing densities are shown. Image credit: T. 
Dietrich (Potsdam University and Max Planck 
Institute for Gravitational Physics).

Since the Industrial Revolution, scientists and engi-
neers have spent significant effort trying to understand 
how fluids behave in complex, porous spaces. To iden-
tify risks for groundwater pollution or to develop more 
efficient extraction methods for oil and natural gas, for 
example, researchers have had to determine how fluids 
behave beneath the Earth’s surface. Because of the dif-
ficulty in directly observing subterranean interactions, 
high-performance computing (HPC) simulations play 
an important role in understanding these complex en-
vironments, and the computational methods have con-
tinued to improve through the decades. 

Recently, researchers at the German Aerospace Center 
(DLR) in Ulm have begun to apply such approaches 
in an entirely new context: Specifically, they are using 
computational methods well-known from hydrology re-
search to better understand how highly porous battery 
materials and cells can be filled by an electrolyte — a 
solution containing ions that carry an electric charge. 
By refining this method, researchers are gaining a bet-
ter understanding of real-world conditions inside bat-
tery cells that will enable them to refine current manu-
facturing methods and develop new battery designs.

To that end, the team has been using HPC resources at 
the High-Performance Computing Center Stuttgart 
(HLRS). With help from the center’s flagship supercom-
puter, Hawk, it runs computationally demanding lattice 
Boltzmann simulations to study the complex fluid- solid 
interactions taking place inside a battery cell.

“Battery materials are quite porous, and a lot of the 
physics interactions happen at the surfaces of the 

Simulation 
for Better Batteries

Computational methods originally developed for hydrology research and oil and gas extraction 
find new applications in understanding electrolyte flow physics in battery cells.

pores at the interface between electrolyte and sur-
rounding solid material,” said Dr.-Ing. Martin Lauten-
schläger, a scientist at the DLR Institute of Engineering 
Thermodynamics and principal investigator on the 
project. “Because of the complex physics, geometries, 
and the variety of scales we have to account for here, 
there aren’t many methods that can tackle this prob-
lem. However, the lattice Boltzmann method can and 
we’re among the first to apply this method in this con-
text for real battery materials.”

Using Hawk, the team has been able to modify the tra-
ditional lattice Boltzmann method, improving compu-
tational efficiency in the process. The team has accu-
rately and efficiently simulated multiphase fluid flow 
simultaneously in pores that range from nanometers to 
micrometers, which is relevant for batteries. It pub-
lished its results in the journal Advances in Water Re-
sources and currently has its sights set on further de-
veloping the method to also model complex chemical 
and electrochemical reactions taking place inside of a 
battery cell.

Selective simplification
Researchers face two significant challenges when sim-
ulating fluids in motion. The first is scale, as investiga-
tors must simulate both a volume that is large enough 
to represent a real-world system and small-scale inter-
actions that can influence how the fluid as a whole be-
haves. The second is complexity. When simulating oil 
extraction or the filling of a battery with electrolyte, 
researchers do not just simulate a liquid, but rather the 
interaction between the liquid and the air or other gas 
that occupies the pores before filling. This multiphase 
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simulation is further complicated by the need to ac-
count for other structurally complex battery compo-
nents, which often consist of a mixture of materials.

Because of the physics and geometries involved, the 
lattice Boltzmann method shows advantages over stan-
dard computational fluid dynamics approaches. It is 
based on the so-called Boltzmann equation, and treats 
fluids as a large collection of particles on a computa-
tional grid, or lattice. In contrast to conventional meth-
ods that are based on the equations of fluid mechanics, 
the lattice Boltzmann method solves numerically much 
simpler equations, offering a more computationally 
practical approach for addressing these challenges in 
a way that is especially favorable for HPC.

In a battery cell, the negative and positive poles called 
electrodes — the anode and cathode — are separated by 
an electrically insulating porous interlayer that pre-
vents their direct contact. However, this separator and 
other materials used in batteries contain tiny, na-
noscale pores that are ideally filled with electrolyte 
and, in turn, partially enable ion transport. When run-

ning lattice Boltzmann simulations, researchers must 
pay special attention to how the electrolyte behaves 
when passing through different pores that vary in 
shape and size.

The team adapted a so-called “homogenization” ap-
proach from conventional fluid dynamics and trans-
ferred it to the lattice Boltzmann method for applica-
tions of multiphase flow. Here, in a computationally 
 efficient manner, they realistically simulate how elec-
trolytes behave when passing through both the larger 
mesoscale pores and the tiny nanoscale pores, but sim-
plify their calculations. To reduce the computational ef-
forts, only the electrolyte flow through the larger pores 
is fully resolved and strictly calculated. The tiny pores 
are not resolved. Instead, assumptions based on obser-
vation are made about how they affect the electrolyte 
flow. While the resulting model does not fully account 
for all of the smallest-scale interactions in the system, 
the team sees excellent agreement with analytical solu-
tions. The comparison with results obtained from their 
experimental collaborators, also at DLR, is currently 
ongoing.
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Electrolyte filling of different electrode structures. The pressure-saturation behavior (left) is shown together 
with snapshots of cross sections (right) in which the electrode is depicted dark blue, gas is depicted blue, 

the electrolyte is depicted red, and the binder is depicted yellow. Image: Martin Lautenschläger

“We rely on experiments for informing our models, be-
cause many material properties cannot be guessed,” 
Lautenschläger said. “Then, we can set up a system that 
can be reproduced by computers and use experiments 
to validate it. Once a model is validated, we can use the 
simulations to predict things that can’t be resolved in 
experiments. In experiment, you can measure a result, 
but you don’t always get a reason for that result; using 
simulations this can give you a better understanding. 
Therefore, experiment and simulation should always 
go hand-in-hand.”

Charging forward 
The team’s initial successful simulations of electrolyte 
filling in a battery (published in Batteries & Supercaps) 
fold neatly into the DEFACTO Project, a European 
Union-funded initiative focused on optimizing material 
development and manufacturing processes for lithi-
um-ion battery cells. The work also earned Lauten-
schläger praise from HLRS leadership: He was named 
one of three winners of the 2022 Golden Spike Awards 
during HLRS’s annual Results and Review Workshop.

With this proof-of-concept work complete, the team is 
now focused on adding additional complexity to its sim-
ulations. “The motivation goes in two directions: make 
common battery technologies better by optimizing 
manufacturing processes and start improving the early 
stages of development of next-generation battery 
technologies,” Lautenschläger said. The researchers 

have begun exploring how to improve current-genera-
tion batteries using more realistic simulations for man-
ufacturing and of electrochemical processes. They are 
also investigating promising next-generation battery 
technologies such as lithium-sulfur batteries. Their goal 
is to optimize their design and to prevent degradation 
processes and unwanted side reactions to improve 
their long-term performance.

Regardless of whether the team focuses on further op-
timizing today’s battery technologies or continues to 
design battery cells of the future, Lautenschläger made 
one thing clear: “What is sure is that our need for com-
putational resources will only increase in the years to 
come.” EG

electrode electrode
+ separator

electrode
+ binder

Microstructures (from left to the right) of a pure 
electrode (black), an electrode with binder, and 
an electrode attached to a separator. Mescoscale 
pores are depicted white and materials with 
nanoscale pores are depicted grey. Image: Martin 
Lautenschläger
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HPC Helps Identify New,  
Cleaner Source for White Light

Researchers at Justus Liebig University Giessen used HLRS supercomputing 
resources in the discovery of cluster glass, a new class of materials.

When early humans discovered how to harness fire, 
they were able to push back against the nightly dark-
ness that enveloped them. With the invention and wide-
spread adoption of electricity, it became easier to sep-
arate heat from light, work through the night, and illu-
minate everything from train cars to highways. In 
recent years, old forms of electric light generation such 

as halogen lightbulbs have given way to more energy 
efficient alternatives, further cheapening the costs to 
brighten our homes, workplaces, and lives generally.

Unfortunately, however, white light generation by new-
er technologies such as light-emitting diodes (LEDs) is 
not straightforward and often relies on a category of 

Structural modifications of the the molecular clusters that lead to the  
formation of amorphous compounds can be induced by electron or laser irradiation.  

Image: Elisa Monte, Justus-Liebig-Universität Gießen

materials called “rare-earth metals,” which are increas-
ingly scarce. This has recently led scientists to look 
for ways to produce white light more sustainably. Re-
searchers at Justus Liebig University Giessen, the Uni-
versity of Marburg, and Karlsruhe Institute of Technol-
ogy have recently uncovered a new class of material 
called a “cluster glass” that shows great potential for 
replacing LEDs in many applications.

“We are witnessing the birth of white-light generation 
technology that can replace current light sources. It 
brings all the requirements that our society asks for: 
availability of resources, sustainability, biocompatibil-
ity,” said Prof. Dr. Simone Sanna, Giessen University 
Professor and lead computational researcher on the 
project. “My colleagues from the experimental scienc-
es, who observed this unexpected white light genera-
tion, asked for theoretical support. Cluster glass has an 
incredible optical response, but we don’t understand 
why. Computational methods can help to understand 
those mechanisms. This is exactly the challenge that 
theoreticians want to face.”

Sanna and his collaborators have turned to the power 
of high-performance computing (HPC), using the Hawk 
supercomputer at the High-Performance Computing 
Center Stuttgart (HLRS) to better understand cluster 
glass and how it might serve as a next-generation light 
source. They published their findings in Advanced 
 Materials.

Clear-eyed view on cluster glass formation
If you are not a materials scientist or chemist, the word 
glass might just mean the clear, solid material in your 
windows or on your dinner table. Glass is actually a 
class of materials that are considered “amorphous sol-
ids;” that is, they lack an ordered crystalline lattice, of-
ten due to a rapid cooling process. At the atomic level, 
their constituent particles are in a suspended, disor-
dered state. Unlike crystal materials, where particles 
are orderly and symmetrical across a long molecular 
distance, glasses’ disorder at the molecular level make 
them great for bending, fragmenting, or reflecting light.

Experimentalists from the University of Marburg re-
cently synthesized a particular of glass called a “cluster 
glass.” Unlike a traditional glass that almost behaves as 
a liquid frozen in place, cluster glass, as the name im-
plies, is a collection of separate clusters of molecules 
that behave as a powder at room temperature. They 
generate bright, clear, white light upon irradiation by 
infrared radiation. While powders cannot easily be used 
to manufacture small, sensitive electronic components, 
the researchers found a way to re-cast them in glass 
form: “When we melt the powder, we obtain a material 
that has all the characteristics of a glass and can be put 
in any form needed for a specific application,” Sanna 
said.

While experimentalists were able to synthesize the ma-
terial and observe its luminous properties, the group 
turned to Sanna and HPC to better understand how 
cluster glass behaves the way it does. Sanna pointed 
out that white light generation isn’t a property of a sin-
gle molecule in a system, but the collective behaviors 
of a group of molecules. Charting these molecules’ in-
teractions with one another and with their environment 
in a simulation therefore means that researchers must 
both capture the large-scale behaviors of light genera-
tion and also observe how small-scale atomic interac-
tions influence the system. Any of these factors would 
be computationally challenging. Modeling these pro-
cesses at multiple scales, however, is only possible us-
ing leading HPC resources like Hawk.

Collaboration between experimentalists and theoreti-
cians has become increasingly important in materials 
science, as synthesizing many iterations of a similar 
material can be slow and expensive. High-performance 
computing, Sanna indicated, makes it much faster to 
identify and test materials with novel optical proper-
ties. “The relationship between theory and experiment 
is a continuous loop. We can predict the optical proper-
ties of a material that was synthesized by our chemist 
colleagues, and use these calculations to verify and 
better understand the material’s properties,” Sanna 
said. “We can also design new materials on a computer, 
providing information that chemists can use to focus on 



HLRS ANNUAL REPORT 2022 5150 HLRS ANNUAL REPORT 2022

synthesizing compounds that have the highest likeli-
hood of being useful. In this way, our models inspire the 
synthetization of new compounds with tailored optical 
properties.”

In the case of cluster glass, this approach resulted in an 
experiment that was verified by simulation, with mod-
elling helping to show the researchers the link between 
the observed optical properties and the molecular 
structure of their cluster glass material, which can now 
move forward as a candidate to replace light sources 
heavily reliant on rare-earth metals.

HPC expedites R&D timelines 
HPC plays a major role in helping researchers acceler-
ate the timeline between new discovery and new prod-
uct or technology. Sanna explained that HPC drastical-
ly cut down on the time to get a better understanding 
of cluster glass. “We spend a lot of time doing simula-
tion, but it is much less than characterizing these ma-
terials in reality,” he said. “The clusters we model have 
a diamond-shaped core with four ligands (molecular 
chains) attached to it. Those ligands can be made of any 
number of things, so doing this in an experiment is time 
consuming.”

Sanna pointed out that the team is still limited by how 
long they can perform individual runs for their simula-
tions. Many research projects on supercomputers can 
divide a complex system into many small parts and run 
calculations for each part in parallel. Sanna’s team 
needs to pay special attention to long-distance particle 
interactions across large systems, so they are limited 
by how much they can divide their simulation across 
computer nodes. He indicated that having regular ac-
cess to longer run times — more than a day straight on 
a supercomputer — would allow the team to work more 
quickly.

In ongoing studies of cluster glass Sanna’s team hopes 
to thoroughly understand the origin of its light gener-
ating properties. This could help to identify additional 
new materials and to determine how best to apply clus-
ter glass in light generation.

Sanna explained that HPC resources at HLRS were es-
sential for his team’s basic science research, which he 
hopes will lead to new products that can benefit soci-
ety. “The main computational achievement in this jour-
nal article was only possible through our access to the 
machine in Stuttgart,” he said. EG
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Hewlett Packard Enterprise Apollo (Hawk)
HLRS’s flagship supercomputer, called Hawk, was ranked #16 in its November 2020 
debut on the Top500 List of the world’s fastest supercomputers. Based on second- 
generation EPYC processors from AMD, the system is optimized for the sustained 
application performance and high scalability required for large-scale simulation, par-
ticularly for engineering and the applied sciences. In September 2021, HLRS announced 
the beginning of production of an expansion of Hawk that includes HPE Apollo systems 
with NVIDIA graphic processing units (GPUs). The upgrade has enhanced the center’s 
capacity for deep learning and artificial intelligence applications, and enables new kinds 
of hybrid computing workflows that integrate HPC with Big Data methods.

System Type: Hewlett Packard Enterprise Apollo
CPU Type: AMD EPYC Rome 7742, 64 core, 2.25 GHz
Number of compute nodes: 5,632
Number of compute cores: 720,896
System peak performance: 26 petaflops
Total system memory: ~ 1.44 PB
Total disk storage capacity: ~ 25 PB

System Type: Apollo 6500 Gen10 Plus
GPU Type: NVIDIA A100 
Number of GPUs: 192
Performance: 120 petaflops AI performance

Cray CS-Storm

The Cray CS-Storm is optimized for artificial intelligence (AI) workloads, including 
processing-intensive applications for deep learning. Based on a GPU architecture, the 
CS-Storm provides a high-performance platform for deep learning frameworks such 
as TensorFlow and PyTorch, while also supporting use of classical machine learning tools 
such as Apache Spark and scikit-learn. The system is installed with the Cray Urika-CS 
AI and analytics suite, enabling HLRS users to address complex problems and process 
data with higher accuracy.

Deep learning partition: 64 NVIDIA Tesla V100 GPUs
Cray CS500 Spark partition: 8 CPU nodes 
Software compiler: Urika-CS AI Suite 
Interconnect: HDR100 Infiniband

Inside Our Computing RoomAbout Us

Funding for Hawk was provided by the Baden-Württemberg 
Ministry of Science, Research and Arts, and by the German 
Federal Ministry for Education and Research through the 
Gauss Centre for Supercomputing (GCS). Hawk is part of 
the GCS national supercomputing infrastructure.
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 CFD 60.57 %
 Physics 33.23 %
 Structural Mechanics 1.23 %
 Astrophysics 1.03 %
 Solid State Physics 1.00 %
 Materials Science 0.93 %
 Chemistry 0.74 %
 Other 0.44 %
 Reactive Flows 0.36 %
 Bioinformatics 0.21 %
 Computer Science 0.20 %
 Electrical Engineering 0.03 %
 Transportation and Climate 0.02 %

 North Rhine-Westphalia 60.47 %
 Baden-Württemberg 22.82 %
 Rheinland-Palatinate 5.53 %
 Hesse 5.36 %
 Thuringia 1.23 %
 Federal Research Center 1.22 %
 Berlin 1.12 %
 Brandenburg 0.90 %
 Saxony 0.66 %
 Hamburg 0.26 %
 Bavaria 0.23 %
 Saxony-Anhalt 0.21 %

User Profile

In 2022 the Gauss Centre for Supercomputing approved 7 new large-scale projects (each 
project requiring more than 35 million core hours) for HLRS’s flagship supercomputer, 
Hawk, for a total of 2.887 billion core-hours. The Partnership for Advanced Computing in 
Europe (PRACE) also approved 3 international simulation projects for HLRS, for a total of 
318 million core-hours. In total, 130 projects, including test projects, were active on Hawk 
in 2022, for a total of 4.364 billion core hours.

System Usage by Scientific Discipline

System Usage by State

AMD GPU System
Installed in 2021, this GPU-based system was donated to HLRS by hardware manu-
facturer AMD as a part of AMD’s COVID-19 High-Performance Computing Fund. The 
system is dedicated to providing computing resources for medical research related to 
the COVID-19 pandemic and other diseases, and provides data analytics capacity for 
addressing sudden demands for simulation and data analytics that can occur in crisis 
situations. This system is integrated into HLRS’s Vulcan cluster. 

Processors: 10 × AMD EPYC
Accelerators: 80 × AMD Instinct
Performance: 530 TFlops, 64-bit

NEC Cluster (Vulcan)
This standard PC cluster was installed in 2009. Its configuration has been continually 
adapted to meet increasing demands and provide requirement- optimized solutions, 
including CPU, GPU, and vector computing components. The current configuration is as 
follows.

Intel Xeon Gold 6248 @2.5GHz (CascadeLake)  
Number of nodes: 96 
Memory per node: 128 GB 
 
Intel Xeon Gold 6138 @2.0GHz (SkyLake) 
Number of nodes: 100 
Memory per node: 192 GB

Intel Xeon E5-2660 v3@ 2.6 GHz (Haswell) 
Number of nodes: 88 
Memory per node: 256 GB

Intel Xeon E5-2680 v3 @ 2.5 GHz (Haswell) 
Number of nodes: 168 
Memory per node: 384 GB

AMD Radeon 
CPU: Intel Xeon Silver 4112 @ 2.6 GHz (Skylake) 
Number of nodes: 6 
Memory per node: 96 GB 
CPU: 1 × AMD Radeon Pro WX8200 
CPU memory: 8 GB

Intel Xeon E5-2667 v4 @ 3.2 GHz (Broadwell)  
mit P100 
Number of nodes: 10 
Memory per node: 256 GB 
CPU: 1 × Nvidia P100 
CPU memory: 12 GB

NEC SX-Aurora TSUBASA A300-8 @ 2.6 GHz 
Number of nodes: 8 
Memory per node: 192 GB 
Vector engines: 8 × NEC Type 10B @ 1.4 GHz 
Vector engine memory: 48 GB @ 1.2 TB/second

Interconnects  
Infiniband EDR/FDR/HDR/QDR
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CEEC 
January 2023 – December 2026 (JU, BMBF) 
The Center of Excellence for Exascale CFD is devel-
oping new and improved algorithms and workflows for 
computational fluid dynamics on exascale systems 
and pursuing strategies to improve energy efficiency 
in highly parallelized HPC architectures.

ChEESE 2 
January 2023 – December 2026 (JU, BMBF) 
Preparing European flagship codes for upcoming 
pre-exascale and exascale supercomputing systems 
focusing on fields such as computational seismology, 
magnetohydrodynamics, physical volcanology, 
tsunamis, and the monitoring of earthquake activity.

CIRCE
November 2021 – October 2024 (BMBF, MWK) 
A study to assess potential applications of high-per-
formance computing (HPC) in crisis situations, and 
what organizational procedures are needed to ensure 
that HPC resources are immediately available.

CYBELE
January 2019 – March 2022 (EU) 
Integrated tools from high-performance computing, 
high-performance data analytics, and cloud comput-
ing to support the development of more productive, 
data driven methods for increasing agricultural 
productivity and reducing food scarcity.

DECICE 
December 2022 – November 2025 (EU) 
Developing an open and portable cloud management 
framework that will enable the automatic and adap-
tive optimization of software applications for hetero-
geneous computing architectures.

DEGREE
June 2021 – June 2023 (DBU) 
Investigating a method for increasing energy efficien-
cy in data centers by dynamically controlling cooling 
circuit temperatures, and developing guidelines for 
implementing the resulting concepts.

EE-HPC 
September 2022 – August 2025 (BMBF) 
Testing an approach for improving energy efficiency 
in HPC systems by automatically regulating system 
parameters and settings based on current job require-
ments.

ENRICH
April 2021 – March 2023 (UM) 
Analyzing current developments in IT and the opera-
tion of high-performance computing (HPC) centers 
regarding their resource efficiency and sustainability 
potential.

EuroCC 2 
January 2023 – December 2025 (JU, BMBF) 
HLRS is the coordinating center of this Europe-wide 
project to establish national competence centers for 
HPC and to develop a shared, high level of expertise 
in high-performance computing, high-performance 
data analytics, and artificial intelligence.

exaFOAM
April 2021 – March 2024 (EU) 
Working to reduce bottlenecks in performance 
scaling for computational fluid dynamics applications 
on massively parallel high-performance computing 
systems.

EXCELLERAT P2 
January 2023 – December 2026 (JU, BMBF) 
Facilitates the development of important codes for 
high-tech engineering, including maximizing their 
scalability to ever larger computing architectures and 
supporting the technology transfer that will enable 
their uptake in industry.

FF4EuroHPC
September 2020 – August 2023 (JU) 
Conducts outreach and provides support to Europe’s 
small and medium-sized enterprises (SMEs) to 
enable them to profit from the advantages offered by 
high-performance computing technologies and 
services.

Third-Party Funded Research Projects

In addition to providing supercomputing resources for scientists and engineers in academia and industry, 
HLRS conducts its own funded research on important topics relevant for high-performance computing 
(HPC), artificial intelligence, visualization, and high-performance data analytics. These activities, many of 
which are conducted in collaboration with investigators at other institutes and in industry, address key 
problems facing supercomputing and are opening up new opportunities for addressing key German, 
European, and global challenges. The following is a list of funded projects in 2022.
 
For more information about our current projects, visit www.hlrs.de/projects.

3×a 
November 2022 – October 2025 (BMBF) 
Will develop scalable methods for the simulation of 
three-body interactions in particle systems, applying 
vectorized kernels, dynamic load balancing approach-
es, and adaptive resolution schemata. 

aqua3S
September 2019 – December 2022 (EU) 
Developing a new system for detecting threats in 
drinking water safety and security, combining data 
from state-of-the-art sensors and other detection 
mechanisms.

bwHPC-S5
July 2018 – June 2023 (MWK) 
Coordinates support for HPC users in Baden-Würt-
temberg and the implementation of related measures 
and activities, including data intensive computing and 
large-scale scientific data management.

Cape Reviso
July 2020 – June 2023 (BMVI) 
Developing planning and decision support tools for 
conflict analysis and reduction between cyclists and 
pedestrians in cities. 

CASTIEL 2 
January 2023 – December 2025 (JU) 
This coordination and support action will enhance the 
activities of the EuroCC 2 project and the European 
HPC Centres of Excellence by promoting collabora-
tion and the exchange of knowledge and skills among 
national competence centers for HPC across Europe.

CATALYST
October 2016 – December 2022 (MWK) 
Researched methods for analyzing large datasets 
produced by modelling and simulation, with the goal 
of implementing a framework that combines HPC 
and data analytics.

Funder Abbreviations:  
BMBF – Federal Ministry of Education and Research | BMVI – Federal Ministry of Transport and Digital Infrastructure | BMWi – Federal 
Ministry for Economic Affairs and Energy | CZS – Carl Zeiss Foundation | DBU – German Federal Environmental Foundation | DFG – German 
Research Foundation | ESF – European Social Fund | EU – European Union | ICM – InnovationsCampus Mobilität der Zukunft | JU – European 
High Performance Computing Joint Undertaking | MWK – Baden-Württemberg Ministry for Science, Research, and Art | UM – Baden-Würt-
temberg Ministry of the Environment, Climate Protection and the Energy Sector | WAT – Baden-Württemberg Ministry of Economic Affairs, 
Labor and Tourism

 New in 2022    Grant awarded, starts in 2023
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SDC4Lit
May 2019 – April 2023 (MWK) 
An interdisciplinary research project to sustainably 
organize the data lifecycle in digital literature. The 
resulting infrastructure will offer a data repository 
and research platform for the digital humanities. 

SEQUOIA End-to-End 
January 2023 – March 2024 (WAT) 
Will develop transparent, automated, and controllable 
end-to-end solutions for the industrial use of hybrid 
quantum applications and algorithms through holistic 
quantum software engineering.

SERRANO
January 2021 – December 2023 (EU) 
Introducing a novel ecosystem of cloud-based 
technologies, from specialized hardware resources 
to software toolsets, to enable application-specific 
service instantiation and optimal customization.

SimTech 
July 2019 – March 2023 (DFG) 
An interdisciplinary Excellence Cluster at the Univer-
sity of Stuttgart that is developing simulation tech-
nologies to enable integrative systems science. HLRS 
supports the development of efficient methods for 
uncertainty quantification and management.

Simulated Worlds
January 2011 – August 2024 (MWK) 
Offers students opportunities to develop and execute 
simulation projects in collaboration with HLRS 
scientists.

SiVeGCS 
January 2017 – December 2025 (BMBF, MWK) 
Coordinates and ensures the availability of HPC 
resources of the Gauss Centre for Supercomputing, 
addressing issues related to funding, operation, 
training, and user support across Germany’s national 
HPC infrastructure.

SODALITE
February 2019 – January 2022 (EU) 
Aims to provide an optimized, resilient, heteroge-
neous execution environment that enables operation-
al transparency between cloud and HPC infrastruc-
tures. 

SRI DiTEnS 
April 2023 – March 2029 (CZS) 
Developing methods for discursive transformation 
in local energy systems, using urban digital twins 
involving virtual reality to support decision making 
among stakeholders.

TargetDART 
October 2022 – September 2025 (BMBF) 
Developing a task-based approach for highly scalable 
simulation software that mitigates load imbalance 
on heterogenous systems through dynamic, adaptive, 
and reactive distribution of computational load across 
compute resources.

TOPIO 
November 2022 – October 2025 (BMBF) 
Focusing on a large-scale, high-resolution Earth 
system model, TOPIO is investigating read and write 
rates for large amounts of data on high-performance 
file systems, as well as approaches that use compres-
sion to reduce the amount of data without causing a 
significant loss of information.

Trust in Information
August 2020 – August 2023 (MWK) 
Multidisciplinary research led by the HLRS Depart-
ment of Philosophy that is developing perspectives 
for assessing the trustworthiness of computational 
science and limiting the spread of misinformation.

WindHPC 
October 2022 – September 2025 (BMBF) 
In the first ever project to connect computers in wind 
farms with an HPC center, WindHPC aims to reduce 
energy consumption by improving efficiency in simu- 
lation codes, HPC workflows, and data management.

FocusCoE
December 2018 – March 2022 (EU) 
Coordinated strategic collaboration and outreach 
among EU-funded Centres of Excellence to more 
effectively exploit the benefits of extreme scale 
applications for addressing scientific, industrial, or 
societal challenges.

Gaia-X4ICM 
May 2022 – December 2024 (MWK, ICM) 
The goal of Gaia-X4ICM is to implement a scaling 
production platform based on the Gaia-X ecosystem 
for the InnovationCampus Mobility of the Future 
(ICM) to make Gaia-X more usable for production of 
planning systems, industrial controls, and sensor 
data, among other applications.

HiDALGO 2 
January 2023 – December 2026 (JU, BMBF) 
Develops novel methods, algorithms, and software for 
HPC and high-performance data analytics to accu-
rately model and simulate the complex processes that 
arise in connection with major global challenges such 
as air pollution and wildfires.

HPC-Europa 3 
May 2017 – April 2022 (EU) 
Fosters transnational cooperation among EU scien-
tists (especially junior researchers) who work on 
HPC-related topics such as applications, tools, and 
middleware.

IKILeUS
December 2021 – November 2024 (BMBF) 
HLRS is the coordinating center for this project to 
integrate artificial intelligence (AI) topics into curricu-
la at the University of Stuttgart, and to implement AI 
technologies to improve instruction.

InHPC-DE 
November 2017 – December 2023 (BMBF) 
Coordinated integration among Germany’s three 
Tier-1 supercomputing centers to create a standard-
ized and distributed HPC ecosystem. It provided 
funding for 100 Gbit networking and opportunities for 
high-speed data management and visualization.

KoLab BW
March 2021 – December 2024 (MWK) 
Developing tools for meeting and collaborating from 
remote locations in three-dimensional virtual reality 
environments.

MERIDIONAL 
October 2022 – September 2026 (EU) 
Developing a tool for assessing the performance and 
loads experienced by onshore, offshore, and airborne 
wind energy systems.

NFDI4Cat
October 2020 – September 2025 (DFG) 
As a participant in the German National Research 
Data Infrastructure initiative, this consortium is 
creating a national platform for data integration in 
catalysis and chemical engineering research.

ORCHESTRA
December 2020 – November 2023 (EU) 
The development of a networked platform for sharing 
data is enabling the creation of a new, large-scale, 
pan-European cohort that will improve research and 
responses to the SARS-CoV-2 pandemic and provide 
a model for addressing future public health threats.

PRACE 
May 2019 – December 2022 (EU) 
Supports high-impact scientific discovery and 
engineering R&D to enhance European competitive-
ness for the benefit of society.
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Jun 21–24 Stuttgart Modern C++ Software Design (Intermediate) HLRS

Jun 22–24 online Hybrid Programming in HPC - MPI+X LRZ/HLRS/NHR@
FAU/VSC

Jun 28–Jul 1 online Node-Level Performance Engineering * HLRS

Jul 12–14 Stuttgart Deep Learning and GPU programming using OpenACC HLRS/LRZ

Aug 17–25 online Six-day course in parallel programming with MPI/OpenMP ETH/HLRS

Sep 12–16 Stuttgart Introduction to Computational Fluid Dynamics HLRS/DLR

Sep 12–Oct 24 online Datenanalyse mit HPC HLRS (SCA)

Sep 20–23 Stuttgart Julia for High-Performance Computing * NEW HLRS

Sep 26–27 online Machine Learning with AMD Instinct GPUs and  
ROCm Software NEW

HLRS/AMD

Sep 29–30 Stuttgart Scientific Visualization HLRS

Sep 29–30 online AMD Instinct GPU Training HLRS/AMD

Oct 10–14 Stuttgart Parallel Programming Workshop (with TtT) HLRS

Oct 17–21 Stuttgart CFD with OpenFOAM HLRS

Oct 24–25 online NVIDIA/HLRS SciML GPU Bootcamp NEW HLRS/NVIDIA/LRZ

Oct 26–28 online Introduction to oneAPI, SYCL2020 and OpenMP offloading NEW HLRS/INTEL

Nov 7–11 Stuttgart/
online

Optimization of Scaling, I/O and Node-level Performance on 
Hawk

HLRS

Nov 7–30 online Paralleles Programmieren mit MPI HLRS (SCA)

Nov 10–11 online Shared memory parallelization with OpenMP  
@ VSC Vienna * (TtT)

VSC Vienna/HLRS

Nov 14–17 online Introduction to GPU Programming using CUDA NEW HLRS

Nov 21–23 online Data analytics for engineering data using machine learning Fraunhofer-SCAI/
HLRS

Nov 22–25 online Modern C++ Software Design (Advanced) HLRS

Nov 22–25 Vienna/
online

Parallelization with MPI @ VSC Vienna TtT VSC Vienna/HLRS

Nov 28–30 online Advanced Parallel Programming with MPI and OpenMP JSC/HLRS

Dec 1–2 online Introduction to NEC SX-Aurora TSUBASA vector platform HLRS/NEC

Dec 5–9 online Fortran for Scientific Computing * HLRS

Dec 12–14 online Hybrid Programming in HPC – MPI+X @ VSC Vienna * (TtT) VSC Vienna/HLRS/ 
NHR@FAU

Dec 12–16 online From Machine Learning to Deep Learning: a concise introduction HLRS

* PRACE courses: HLRS is a member of the Gauss Centre for Supercomputing (GCS). GCS is one of ten PRACE Training Centres in 
the EU. The marked courses are in part sponsored by PRACE and are part of the PRACE course program.

TtT: Train the Trainer Courses 

AMD – AMD | DLR – German Aerospace Center | ETH – Scientific IT Services, ETH Zurich | Fraunhofer-SCAI – Fraunhofer Institute for Algorithms 
and Scientific Computing | HLRS – High-Performance Computing Center Stuttgart | HLRS (SCA) – Supercomputing Academy | INTEL – INTEL | 
JSC – Jülich Supercomputing Centre | LRZ – Leibniz Supercomputing Centre | NEC – NEC | NHR@FAU – Erlangen National High Performance 
Computing Center | NVIDIA – NVIDIA | SURF – SURFSara (Dutch National Supercomputing Center) | VSC Vienna – Vienna Scientific Cluster | 
ZDV – Data Center, University of Mainz | ZIH – Center for Information Services and High Performance Computing (TU Dresden)

 Parallel Programming
 Computational Fluid Dynamics (CFD)
 Performance Optimization and Debugging
 Data in HPC

 Programming Languages for Scientific Computing
 Scientific Visualization
 Compute Cluster – Usage and Administration
 Training for special communities

HPC Training Courses in 2022

HLRS offered 54 courses in 2022, providing continuing professional education on a wide range of 
topics relevant for high-performance computing. The courses took place over 140 course-days 
(compact courses), online and in Stuttgart and in cooperation with other institutes in Germany and 
internationally. A total of 1,416 trainees participated in these activities. 

For a current listing of upcoming courses, please visit www.hlrs.de/training.

Date Location Topic Host
Jan 10–Feb 21 online HPC-Cluster – Auslegung, Kosten & Nachhaltigkeit  HLRS (SCA)

Jan 20–21 online Data analytics for engineering data using machine learning NEW Fraunhofer-SCAI/
HLRS

Feb 1–2 online AI for Science Bootcamp NEW NVIDIA/HLRS/JSC/
LRZ

Feb 7–11 online Parallel Programming with MPI & OpenMP and Tools ZIH/HLRS

Feb 14–18 online Introduction to Computational Fluid Dynamics HLRS/DLR

Feb 21–25 online Fortran for Scientific Computing * HLRS

Feb 21–Mar 28 online Performance Optimierung - Kommunikation HLRS (SCA)

Mar 8–11 online Modern C++ Software Design (Intermediate) HLRS

Mar 14–15 online N-Ways to GPU Programming Bootcamp NEW NVIDIA/HLRS/LRZ

Mar 14–Apr 11 online Datenmanagement HLRS (SCA)

Mar 22–25 Mainz Parallelization with MPI and OpenMP ZDV/HLRS

Mar 28–Apr 1 Stuttgart Iterative Solvers and Parallelization HLRS

Apr 5–7 online Hybrid programming in HPC - MPI+X * VSC Vienna/HLRS

Apr 7–8 online AI for Science Bootcamp NVIDIA/HLRS/JSC/
LRZ

Apr 25–May 9 online Paralleles Programmieren mit OpenMP HLRS (SCA)

Apr 26–29 online Optimization of Node-level Performance and Scaling on Hawk HLRS

Apr 28–29 online Shared memory parallelization with OpenMP @ VSC Vienna * (TtT) VSC Vienna/HLRS

May 2–30 online Visualisierung: Grundlagen & Anwendung HLRS (SCA)

May 3–6 Stuttgart Modern C++ Software Design (Advanced) HLRS

May 9–11 online Fortran for Scientific Computing HLRS

May 16–Jul 4 online HPC-Cluster – Aufbau & Betrieb HLRS (SCA)

May 17–20 online Parallelization with MPI @ VSC Vienna * (TtT) VSC Vienna/HLRS

May 23–25 online Data analytics for engineering data using machine learning Fraunhofer-SCAI/
HLRS

Jun 13–15 online Data analytics for engineering data using machine learning Fraunhofer-SCAI/
HLRS

Jun 13–Jul 25 online Simulation: Grundlagen & CFD HLRS (SCA)

Jun 15–17 online MPI and OpenMP in Scientific Software Development  
@ SURF * (TtT)

SURF/HLRS

Jun 20–21 online Efficient Parallel Programming with GASPI * HLRS
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Workshops and Conferences 
in 2022

February 24
CIRCE Kickoff Workshop: How Urgent Computing Can 
Support Crisis Management
Organized for representatives of public administrative 
agencies, this workshop focused on how large-scale 
computer simulations can enable better forecasting 
and decision making in critical situations.

March 24
What Do Municipal Planning and Digital Models Have 
in Common?
This online workshop demonstrated opportunities that 
high-performance computing, virtual reality, digital 
twins, and related technologies offer for urban plan-
ning, city management, and sustainable development.

May 23– 24
33rd Workshop on Sustained Simulation Performance
Organized in cooperation with NEC, this annual meet-
ing brings scientists, application developers, and hard-
ware designers from different continents together to 
discuss hardware architectures, programming styles, 
and strategies for achieving the highest possible sus-
tained application performance. 

August 31 – September 2
SAS Conference 2022: Trust in Information
This interdisciplinary conference explored the origins 
and nature of disinformation, its effects on public opin-
ion, and potential strategies for fighting against it.

October 4 – 5
25th Results and Review Workshop
Scientists and engineers, including users of HLRS’s 
computing infrastructure, presented and discussed re-
search results as well as challenges and best practices 
in using HPC systems.

October 6–7
HPC User Forum
Organized by Hyperion Research and HLRS, the HPC 
User Forum brought together senior representatives of 
key HPC initiatives, internationally prominent high-per-
formance computing centers, and leading technology 
manufacturers, as well as other experts on new HPC, 
AI, and quantum computing technologies and applica-
tions.

December 1
6th Industrial HPC User Round Table (iHURT)
The annual iHURT meeting facilitates dialogue be-
tween HLRS and its industrial user community, focus-
ing on innovative applications of HPC for research and 
development as well as challenges that industry faces 
in using HPC.

December 12
Sustainable Procurement and Sustainable Computing 
Center Operations
Based on experience gained in the ENRICH project, this 
workshop focused on strategies for making procure-
ment and disposal of large-scale computer systems 
more sustainable, as well as approaches for improving 
energy efficiency related to system operations, effi-
cient programming, the use of intelligent networks, and 
other infrastructure.
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Project and User Management, Accounting
Leader: Dr. Thomas Bönisch
Responsible for user management and accounting, 
 including creating and maintaining web interfaces 
 necessary for (federal) project management and data 
availability for users. The department also conducts 
 activities related to the European supercomputing in-
frastructure (PRACE) and data management. This 
 involves operating and continually developing the 
high-performance storage system as well as conceiving 
new strategies for data management for users and proj-
ects working in the field of research data management.

Public Relations
Leader: Sophia Honisch
Responsible for all areas of HLRS’s external communi-
cations, from media relations to the management of 
HLRS’s website and social media accounts: It is the 
main contact point for press and the broader public. 
The PR department communicates about HLRS’s wide 
range of scientific and engineering disciplines, its 
 research (projects) as well as its services, and dissem-
inates results, new findings, and insights gained.

Scalable Programming Models and Tools
Leader: Dr. José Gracia
Conducts research into parallel programming models 
and into tools to assist development of parallel appli-
cations in HPC. Currently the focus is on transparent 
global address spaces with background data transfers, 
task-parallelism based on distributed data-dependen-
cies, collective off-loading of I/O operations, and par-
allel debugging. As a service to HLRS users, the group 
also maintains part of the software stack related to 
 programming models, debugging, and performance 
analysis tools. 

Service Management and Business Processes
Leader: Dennis Hoppe
Evaluates novel technologies that will have a strong im-
pact on the future use of high-performance computing. 
These technologies include artificial intelligence, cloud 
and edge computing, as well as quantum computing. 
For example, the group promotes the convergence of 

high-performance computing and artificial intelligence 
with the aim of incorporating AI methodologies into 
classical simulations to create hybrid HPC/AI work-
flows. This includes the development of AI solutions, 
especially in a business context, using cutting-edge 
technologies for Big Data, machine learning, and deep 
learning. The group also researches related virtualiza-
tion technologies such as containers, orchestration, 
and job scheduling. By exploiting synergies between 
virtualization and HPC, the group has gained expertise 
in developing and operating dynamic and scalable fed-
erated cloud computing services.

Training and Scalable Algorithms
Leader: Karin Schlottke
Organizes and implements HLRS’s training activities 
focusing on a variety of topics in high-performance 
computing, artificial intelligence, and modeling and 
simulation. These include compact, high-intensity 
courses, blended learning modules, and public out-
reach activities. In each area, our goal is to provide an 
outstanding learning experience by offering training on 
relevant topics, with up-to-date and audience-focused 
content, and given by highly-qualified instructors. Be-
sides our teaching and outreach activities, we conduct 
research on the development of efficient algorithms for 
scientific computing applications.

Visualization
Leader: Dr.-Ing. Uwe Wössner
Supports engineers and scientists in the visual analysis 
of data produced by simulations on high-performance 
computers. By providing technologies capable of im-
mersing users in visual representations of their data, 
the department enables users to interact directly with 
it, reducing analysis time and enabling new kinds of 
 insights. The department is developing tools for visual-
ization in virtual reality, augmented reality, and has 
 designed a software system for integrating processing 
steps spread across multiple hardware platforms into a 
seamless distributed simulation and visualization envi-
ronment.

Departments

Administration
Leader: Susanne Maier
Manages issues related to the day-to-day operation of 
HLRS. Areas of responsibility include financial plan-
ning, controlling and bookkeeping, financial project 
management and project controlling, legal issues, hu-
man resources development, personnel administration, 
procurement and inventory, and event support.

High-Performance Computing Network –  
Production (HPCN Production)
Leader: Thomas Beisel
Responsible for the operation of all platforms in the 
compute server infrastructure. This department also 
operates the network infrastructure necessary for HPC 
system function and is responsible for security on net-
works and provided platforms.

Infrastructure
Interim Leader: Andreas Koniarski
Responsible for planning and operating facilities and 
infrastructure at HLRS. This division ensures reliable 
and efficient operation of the HLRS high-performance 
computing systems, provides a comfortable working 
environment for HLRS staff, and fosters all aspects of 
energy efficient HPC operation. It is also responsible  
for HLRS’s sustainability program, which encourages 
and supports the entire HLRS staff in acting according 
to principles of sustainability.

Numerical Methods and Libraries
Leader: Dr.-Ing. Ralf Schneider
Provides numerical libraries and compilers for HLRS 
computing platforms. The department has expertise in 
implementing algorithms on different processors and 
HPC environments, including vectorization based on 
the architecture of modern computers. Department 
members also conduct research related to the simula-
tion of blood flow and bone fracture in the human body, 
and are responsible for training courses focused on 
programming languages and numerical methods that 
are important for HPC.

Philosophy of Computational Sciences
Leader: Nico Formanek 
Examines both how computer simulation and machine 
learning are changing science and technology develop-
ment, and how society and politics react to these 
changes: Does simulation and machine learning change 
our understanding of knowledge and how we justify sci-
entific results? How can computer-based methods help 
to overcome uncertainties about the future? And how 
do we deal with the uncertainties of simulation and ma-
chine learning itself?

Project Controlling and Management Office
Leader: Dr. Natalie Lewandowski
The Project Controlling and Management Office 
(PCMO) is responsible for the controlling and quality 
assurance of current research projects at HLRS or with 
HLRS as a beneficiary, and the management of large-
scale third-party funded projects, including coordina-
tion and business development tasks. The PCMO also 
assists coordination at the proposal planning and writ-
ing stage and acts as a supporting and coordinating 
 entity between the HLRS management, department 
heads, and HLRS administration in project-related mat-
ters.
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